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Abstract 

New Extreme Ultra-Violet (EUV) observations of the solar corona, obtained by the Coro-

nal Diagnostic Spectrometer (CDS) instrument on board the NASA/ESA Solar and He-

liospheric Observatory (SOHO) are presented. The CDS instrument for the first time has 

provided the opportunity of observing a large number of emission lines from a wide range 

of ions of different elements. The spectral and spatial resolution of the CDS instrument 

has allowed the simultaneous application of a wide range of spectroscopic diagnostic tech-

niques to determine the temperature distribution, densities and elemental abundances in 

the solar plasma. A differential emission measure (DEM) diagnostic technique has been 

used to infer the temperature structure and the element abundances. The importance of 

including DEM effects in the element abundance analysis is demonstrated. A complete 

in-flight cross-calibration between all the CDS detectors (NIS and €115, 150-785 A), is 

presented here for the first time. The level of accuracy and completeness of the CHIANTI 

atomic database, used throughout this thesis, has allowed the identification of the many 

hundreds of spectral lines observed in the CDS spectra, resulting in several new line iden-

tifications. An assessment of the €115 solar spectra is presented, showing that, in spite 

of complexities, €115 spectra are useful for diagnostic analyses. Many discrepancies (in 

particular with the Li-like ions) between theory and CDS observations are highlighted. 

It is shown that some of these may be explained by inaccurate ionization equilibrium 

calculations. Coronal hole densities, temperatures, DEMs, and relative element abun-

dances from both off-limb (plume and inter-plume regions) and on-disc observations are 

derived and compared with quiet sun values. These included (August 1996) a large equa-

torial hole, the Elephant's Trunk, probably the best example of a coronal hole observed 

by SOHO. Coronal hole densities in both coronal (N 1x10 8  cm 3 ) and transition re-

gion (Ne = lxlO' °  cm 3 ) plasma were found to be about a factor of 2 lower than in the 

quiet sun, with much lower emission measures at temperatures above 106  K. Moreover, 

in the transition region, the cell-centres in both coronal holes and quiet sun regions show 

consistently higher densities (factor of 2) compared to those in the network. Relative 

element abundances show approximately photospheric values for the coronal holes, with 

an indication of element abundance variation .(neon in particular) with the supergranular 

structure. On-disc EUV observations of coonal hole plumes have been performed. This 

allowed a spectroscopic characterisation of plumes to be obtained for the first time, leading 

to the first identification of a low-latitude plume near sun-centre. Plumes are shown to 

be quasi-isothermal structures, with temperatures T 7 - 8x10 5  K. Abundance analyses 

(using transition region lines) reveal a small FIP effect in these plumes, together with a 

decreased Ne/O abundance ratio (compared to photospheric). 
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Chapter 1 

Introduction 

The solar corona is the tenuous outer atmosphere of the Sun which is revealed to the 

human eye during a total solar eclipse, or with space observations. The visible spectrum 

of the solar corona has two major components: a continuum (the K-corona), due to 

Thomson scattering of photospheric light by the free electrons in the corona; and weak 

absorption lines (corresponding to the Fraunhofer lines - the F-corona), superimposed on 

a continuum emission. The latter is due to scattering by interplanetary dust particles in 

the immediate vicinity of the Sun. In addition, emission lines of highly-ionised atoms (e.g. 

the green coronal line Fe XIV 5303 A and the red Fe X 6374 A) are also observed. Their 

visibility clearly indicates the presence of million-degree plasma in the solar corona. From 

white light coronagraph observations, and using a model for the distribution of electrons 

in the corona following van de Hulst (1950), it is possible to estimate the electron density, 

which has values of the order of 10 cm 3 . Hence, even before the advent of space-based 

observations, ground-based data had revealed that the solar corona is mainly composed of 

high-temperature and low-density plasma. Due to its characteristics, this plasma is mostly 

optically thin and emits principally in X-rays and in the Extreme Ultra-Violet (EUV, 100-

900 A) region of the spectrum, and detailed studies therefore require observations from 

space. 

For a general introduction to the Sun and the solar atmosphere, see, e.g.: Athay (1976); 

Phillips (1992); Mariska ( 1992); Golub and Pasachoff (1997). 

The solar corona has been studied in more detail since the early 1960s using data from 

a number of rocket flights. Detailed studies started with Skylab, which observed the 

solar corona with various instruments from June 1973 to February 1974. Skylab's data 

together with a number of rocket flights and Yohkoh observations, have been the main 

observational source of information for our understanding of the solar corona, until 1996. 

In December 1995, the NASA/ESA Solar and Heliospheric Observatory (SOHO), one of 

the four major cornerstones of the ESA's Horizon 2000 project, was launched successfully. 
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It makes continuous observations of the Sun using 12 complementary instruments that 

allow for the first time a wide range of simultaneous observations at different wavelengths. 

It has greatly extended the limited information on the solar corona that was previously 

available. 

Figure 1.1: An EIJV (195 A) negative image of the solar corona taken on the 25th August 
1996, during solar minimum conditions, with one of the instruments on the Solar and 
Heliospheric Observatory. 

When imaged in the EUV (Figure 1.1), the solar corona shows a wide range of different 

structures, that magnetograms show to be magnetically linked to the underlying and cooler 

regions of the solar atmosphere, the chromosphere and the photosphere. Between the 

chromosphere and the corona there is a thin and complex region, the transition region, 

where the temperature dramatically increases, and which is highly dynamic (for some 

models of the transition region, see, e.g., Gabriel, 1976; Athay, 1982). 

Most of the corona appears to have a diffuse nature (at modest spatial resolutions) and 

is referred to as 'quiet sun (QS)'. This quiet corona, which has a mixed-polarity magnetic 

field, is filled everywhere with small 'bright points (BP)'. Then, in regions with enhanced 

magnetic field (which in the corresponding visible photosphere appear as sunspots), bright 

'active regions (AR)' form, with a multitude of extended loop structures. 

The other large-scale structures of the solar outer atmosphere are the coronal holes, which 

appear as dark features in EUV and soft X-ray images. At the photospheric level, they 



correspond to a prevalence of unipolar magnetic fields. During solar minimum, the Sun's 

large-scale magnetic field structure is similar to a dipole, and coronal holes extend over the 

north and south polar regions, where the magnetic field is mostly unipolar. Occasionally, 

coronal holes also form in equatorial regions, as shown in Figure 1.1, and described in 

Chapter 4 of this thesis. Inside polar coronal holes, large-scale ray-like extended features 

are usually observed, at various wavelengths. Due to their appearance they are named 

coronal hole plumes 

In the equatorial regions, cusp-like structures form and extend out to large distances: 

these are called streamers. At even greater distances, the main coronal plasma effect is 

a stream of fast particles (300-800 km/s) that pervades the solar system: the solar wind. 

In general, there are many features of the solar outer atmosphere that have been defined 

and characterized in various ways, in relation to observations with various instruments. 

It should be borne in mind that these characterisations sometimes merely reflect the 

limitations in temporal, spectral, or spatial resolution, or areal coverage of the observations 

performed. 

When imaged in lines emitted at temperatures between 100 000 K and a million degrees, in 

the transition region, the solar atmosphere shows the same pattern as in the chromospheric 

lines. Magnetograms and measurements of velocity fields show that this pattern is related 

to the convective motions at the solar surface, which are organised in supergranular cells 

(about 30 000 Km across, and not to be confused with the smaller photospheric granules), 

and where magnetic flux is pushed by the plasma motions from the cell-centres toward 

their boundaries (the so-called network). 

The main underlying characteristic of the solar corona is the important role played by 

the magnetic field in forming and keeping in place all the observed structures. This is 

because the ratio between gas pressure and magnetic pressure fi << 1, i.e. the static 

structures and the dynamics of the coronal plasma are dominated by the magnetic field. 

The time evolution of coronal structures is in some way linked to the evolution of the 

photospheric magnetic field. This surface field is created by dynamo processes acting in 

the solar interior, which are related to convective motions and are difficult to model. 

Although coronal magnetic fields have not been measured directly, there is a large body of 

evidence suggesting that over large scales streamers represent regions of closed magnetic 

field, and that the magnetic field lines in the coronal holes open out to interplanetary 

space. One of these pieces of evidence has been the identification of coronal holes as the 

sources of the high-speed (= 800 km/s) solar wind (Krieger et at, 1973; Nolic et at, 1976), 

thereby raising interest in the study of coronal holes. This interest has been renewed in 

recent years since the launch of the Ulysses probe in October 1990. This has produced 
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new in-situ measurements of the solar wind, for the first time out of the ecliptic plane, 

confirming that the polar holes are the source of the steady high-speed solar wind. Ulysses 

has also recently shown that the high-speed solar wind fills most of interplanetary space 

and has fairly constant characteristics, and should therefore be easier to model, compared 

with the highly-variable low-speed (-- 400 km/s) wind that streams out of the equatorial 

regions (streamer belt). For this reason, considerable interest has developed recently in 

studying the high-speed solar wind and coronal holes. This is one of the reasons why the 

work presented in this thesis will mainly focus on coronal holes, although there are many 

fascinating and unexplained phenomena in the solar corona. 

It is also interesting to study plumes, for many reasons. First, they are the only stable 

observable structures within coronal holes, and although they fill only a small percentage 

of the solid angle subtended by coronal holes, their contribution to the observed emission 

along the line of sight is usually significant and important to assess. Secondly, because 

of their morphology, it is generally assumed that plumes trace the open field lines of the 

coronal holes and it is therefore important to assess the relationship between plumes and 

the fast solar wind. Any solar wind model should account for the presence of plumes. 

One would expect to derive from the observational data various physical parameters to 

describe the status of the plasma. These should include for example the elemental abun-

dances, particle velocities and distribution functions, ionic and electron temperatures, 

densities and magnetic field strengths as a function of space and time. Only in-situ mea-

surements by spacecraft can provide direct information for such parameters. Otherwise, 

the plasma's physical parameters have to be inferred from remote measurements, i.e. from 

observations of the solar radiation. Great efforts have been made by various authors to 

derive values of such parameters from the observations. In particular, EUV spectroscopic 

observations can provide information on the basic plasma parameters such as temperature, 

density, element abundances, and flow velocities. Many interesting results have been pro-

duced, with the aid of models and various assumptions. These assumptions must always 

be borne in mind when estimating the values of the deduced physical parameters, and 

added to the uncertainties in the observations and in the atomic data. 

Among the various interesting results, a detailed examination of the Sun's upper atmo-

sphere has revealed that coronal element abundances vary between different solar regions, 

and are different from their photospheric values, and from those of the solar wind compo-

sition. It seems that there is a correlation between the coronal abundances and the first 

ionization potential (FIP) of the various elements. Low-FIP (< 10 eV) elements tend to 

be more abundant in the corona, relative to those with a high FIP. A large number of 

papers, often with conflicting conclusions, have been published on this subject (see the 
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reviews by Meyer, 1985; Meyer, 1993; Feldman, 1992a; Feldman et at, 1992b; Mason, 

1995; Saba, 1995; Meyer, 1996; Mason, 1992; Phillips, 1997a). Plumes are particularly 

interesting in that they represent an extreme case of particular element abundances, in 

the sense that large FIP biases have been reported from EUV observations close to the 

limb ( Widing and Feldman, 1992). 

Many theoretical models have been produced to try to explain observations of the solar 

corona, and although limited by various simplifications, assumptions and the contempo-

rary computational methods, they have been successful in various cases. However, they 

have failed to satisfactorily answer many general questions, and in particular: 

• why is the solar corona a million degrees hotter than the underlying atmosphere? It 

is widely accepted that coronal heating takes place when magnetic energy is supplied 

to the corona, but how and where this is dissipated is still not known; 

• why are there variations of chemical abundances in the corona, and what is their 

relationship with the magnetic field ? 

• what is the structure of the transition region, and its relation to the corona? 

• how and where is the solar wind created and accelerated ? 

• why do we see coronal holes in the ETJV ? Their lower EUV emission is thought to be 

due to their lower densities and temperatures, even though accurate measurements 

have been absent. When observed in transition-region lines, the coronal holes are 

almost indistinguishable from the other regions of the Sun; 

• why do coronal holes form, and what is their chemical composition ? 

• what is the relationship between coronal holes and plumes ? Are plumes the source 

of the high speed solar wind ? 

• are plumes cooler or hotter than the inter-plume regions ? 

Most of these (and many more) questions are still unanswered, for many different rea-

sons. First, the adopted models usually assume various simplifications which might not 

be justified. In general, the difficulty of the theoretical models in representing the ob-

served structure and dynamics of the solar corona resides in its complexity and in the 

inter-relations (not yet understood) between the various atmospheric phenomena together 

with their relation to both the solar interior and the solar wind. 
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Secondly, the complexity of coronal observations and analysis means that further and 

more accurate observations are required, including direct measurement of coronal mag-

netic fields. The EUV region of the spectrum is still relatively unexplored, and many 

additional uncertainties arise from calculations used in the theory, instrument calibrations 

and uncertainties in the adopted atomic physics. 

Our knowledge of coronal holes is even more limited than that of the corona as a whole. 

For example, prior to SOHO only one set of EUV spectroscopic data for a coronal hole 

region existed (Vernazza and Reeves, 1978). These data were from the Skylab Harvard 

College Observatory (HCO) instrument, mounted on the Apollo Telescope Mount (ATM), 

and until 1996 they were the best source of information about coronal holes in the EUV 

wavelength range, although the spectral resolution was poor. 

50110 was designed to provide, amongst other things, new observational constraints on 

the corona and to study in particular the quiet sun around solar minimum. These condi-

tions are the most favourable for studies of polar coronal holes, because they are then at 

their greatest extent and because of the relative lack of large loop structures. However, 

projection effects from quiet-sun material along the line of sight can strongly affect both 

off-limb (see e.g. the comments of Ilabbal, Esser, and Arndt, 1993) and on-disc coronal 

hole observations. 

50110 has produced a wealth of data and has changed our view of the Sun in so many re-

spects already, and most of the present physical models are being modified or reconsidered 

in light of the new exciting observations. In particular 50110 observations have already 

shown the highly dynamic and inhomogeneous structure of the solar corona. 

The present research project 

The aim of the present research project was to advance our understanding of the solar 

corona by studying especially coronal holes and their boundaries, using ground-based and 

SOHO data, and in particular the Coronal Diagnostic Spectrometer (CDS) data. The CDS 

instrument offered, for the first time, the opportunity of observing emission lines produced 

by a wide range of temperatures with sufficient spectral resolution to apply spectroscopic 

diagnostic techniques. The project mainly consisted of: planning CDS coronal hole ob-

servations and executing them at the SOHO operations centre, Goddard Space Flight 

Centre, U.S.; analysing the data, implementing methods with software in IDL (Interactive 

Data Language); and researching the atomic physics of the CDS spectral lines, in order 

to determine values for the plasma parameters. 



Layout of the thesis 

The thesis is organized as follows. Section 1.1 gives an introduction to the theoretical 

plasma emission, and how temperatures, densities and elemental abundances of the plasma 

can be obtained from EUV observations. It also introduces the definition of differential 

emission measure (DEM) and how the multithermal plasma distribution can be studied. 

Different spectroscopic diagnostic methods are briefly described, leading to a review of 

coronal observations which is given in Section 1.2. Section 1.2 summarizes observations and 

theories of the solar corona, with particular reference to coronal holes. It includes a brief 

description of some of the most recent results from SOHO. This review concentrates on the 

observational constraints to the models, and how these constraints have been determined, 

rather than on the theories themselves. 

Chapter 2 describes the various diagnostic techniques and the software developed by the 

author to derive the values of physical parameters from CDS observations. A critical 

evaluation of the various methods found in the literature is also given. In particular, Sec-

tion 2.5 presents a re-analysis of Skylab coronal hole spectral data, and compares different 

methods to deduce differential emission measure and element abundances. Section 2.6 

presents a critical discussion of previous work on element abundances. 

Chapter 3 describes the CDS instrument and outlines those aspects that limited the pos-

sible observations and complicated the data analysis. Then, the CDS data calibration is 

discussed and new calibrations presented, starting with a description of various prelimi-

nary tasks undertaken. The sequence of new CDS observations, planned and executed in 

order to cross-calibrate the CDS detectors, are fully described. The full CDS line identi-

fications and comparisons of different observations with theoretical calculations are also 

given in this Chapter. 

Chapter 4 details the new CDS observations that were planned and executed in order 

to study coronal holes, including both on-disc and off-limb observations of polar holes, 

and on-disc observations of low-latitude holes. The observations were mainly carried out 

during August 1996, February 1997 and September-October 1997, during solar minimum 

and the initial rise towards the next maximum. A short description is also given of the 

methods and software developed for data analysis. 

Chapter 5 reports results in terms of morphological descriptions, temperatures, densities 

and elemental abundances for a selection of the observed coronal structures. First, the 

general differences in terms of temperatures and densities, between quiet sun and coronal 

hole regions, as derived from 1996 to 1998 observations, are presented. Then, results from 

some of the near Sun centre 1996 observations in coronal hole and quiet sun areas are 
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presented and compared. 

Chapter 6 is dedicated to on-disc and off-limb coronal hole and plume observations and 

results. First, the results from the on-disc observations of polar holes are presented and 

compared to those given in Chapter 5. Secondly, off-limb plume and inter-plume re-

gions are examined in detail, giving examples of 'contamination' from background diffuse 

non-coronal hole emission. Finally, results from on-disc observations of polar plumes are 

presented. 

Chapter 7 draws together the main results and conclusions of the work, in order to define 

and characterise coronal holes and plumes in comparison with the quiet sun regions, within 

the wider range of observed coronal structures. 

1.1 An introthiction to the theory of emission from coronal 
plasmas 

The standard model for coronal emission is adopted in this thesis (see, e.g., Dere et at., 

1997, and below for a short description). The best available atomic data have been used, 

as stored in the CHIANTI databases. The CHIANTI atomic database and analysis soft-

ware (Dere et aL, 1997) is the result of an international collaboration (USA/Italy/UK) to 

provide a comprehensive dataset for ions of astrophysical interest seen in the wavelength 

region A > 50 A. Additional information about the CHIANTI atomic database can be 

found at the CHIANTI homepage: 

http://wwwsolar.nrl.navy.mil/chianti.html  

The Arcetri database (Landi and Landini, 1998), produced at the Arcetri Observatory, 

Italy, has been used for those transitions not included in the CHIANTI database, and as 

a cross-check. Information on the Arcetri database can be found at: 

http://www.arcetri.astro.it/science/chianti/chianti.html  

The standard model has many assumptions, the main ones being that the plasma is 

optically thin, hot (T > iOn), in a steady state, and in ionization equilibrium. A plasma is 

in ionization equilibrium when the processes that contribute to the formation of the ions 

can be decoupled from those affecting the level balance within that ion. These assumptions 

considerably simplify the analysis of EUV observations. When the plasma is optically thin, 

it is not necessary to solve the radiative transport equations, in the sense that the observed 



emission is directly related to the state of the plasma. The results of the theoretical 

calculations that follow these adopted assumptions will be shown to explain the observed 

CDS spectra in this thesis with an accuracy often better than the estimated errors on 

the atomic calculations or the observations. This confirms that for most spectra analysed 

here, the standard model is applicable. 

Another assumption in the standard model is that the particles (electrons and ions) are in 

thermal equilibrium (i.e. they have a Maxwellian distribution function). This assumption 

appears justified, since the relaxation time for e-e collisions is 0.01 T312  N;' = 0.01 

s for T = 106  1< and N = 101 cm 3 . The ions also become thermal, after a time longer 

by the factor (m/m)hI2  43. After the same time factor, both species are therinalised, 

and only one temperature need be used: T = T, = Ti. This certainly does not hold for the 

solar wind, as for example Helios observations have shown (Marsch, 1991), and there is 

an ongoing debate on whether the thermal assumption is in fact valid in the corona, since 

recent SOHO observations of the upper corona indicate much higher ion temperatures 

(and different ones for each ion), compared to the electron temperature. 

The prevalent atomic processes that take place in the transition region and corona, and 

the adopted assumptions, are now briefly summarised. Complete descriptions of the emis-

sion from coronal plasmas can be found in relevant textbooks and review papers (see e.g. 

Mariska, 1992; Mason and Monsignori Fossi, 1994). The main processes are ionization, 

recombination, excitation and de-excitation. In low density plasmas the collisional exci-

tation and de-excitation processes take place on time scales much shorter than ionization 

and recombination. Hence collisional excitation dominates ionization and recombination 

in the populating of the excited states. This allows the low-lying level population mecha-

nisms to be treated separately from the ionization and recombination processes. Radiative 

excitations are rare due to the weak radiation field. The same applies to stimulated emis-

sion. Therefore for permitted transitions the levels are mainly excited by collisions and 

de-excited by spontaneous radiative decay. In the following, zr indicates the element 

of atomic number Z which is r times ionized, in the excited state n, in the sense that n 

identifies the level, ordered in increasing energy, starting from the ground level n = 1 for 

the ionized state r. N(Z)(cm 3), or more simply Nr will indicate the number density 

of ion Z+  (i.e. the number of particles per unit volume). 

The intensity J(A1) of an optically thin spectral line of wavelength A1 (frequency uij) is: 

hv1 f 
J(A) = 

-. f P dh = 
-i---- 

 j N(Z') A1 dh [ergs cm 2  r' siT ' ] 

/i 	 fri 

(1.1) 



where i,j are the lower and upper levels, P31 is the bound - bound emissivity (power 

per unit volume), A31 is the spontaneous radiation transition probability, N3 (z+) is the 

number density of the upper level j of the emitting ion, and his the line-of-sight coordinate. 

If instead of the intensity, the flux (as, e.g. in whole sun or star observations) is observed, 

then a similar definition holds, with the integral of the power over the volume of the 

emitting plasma. Since for allowed transitions we have N3 (Z+')A31  N, the intensity is 

usually rewritten using the identity: 

N(Z) N(Zfl N(Z) '-N 
N(Z+r) N(Z) NH N 

(1.2) 

where the various terms are defined as follows. 

• N3 (Z+r)/N(Z+fl is the population of level j relative to the total N(Z+') number 

density of the ion Z+' and is a function of the electron temperature and density. In 

the coronal model, where every level is collisionally excited from the ground level by 

the electrons and de-populated via spontaneous emission, N3 (Z+1 ) is proportional 

to Ne, for allowed transitions. The number density population of level j is calculated 

by solving the statistical equilibrium equations for a number of low lying levels and 

including all the important collisional and radiative excitation and de-excitation 

mechanisms: 

Wt—= Ei<j  N1R1,3 + Ei>j  N1Aj + E i>j N1N 0C + Ei<j N1NeCIj 

N3(E1<3 A,1 + Ei>j  R3,1 + N I<i  C)! 1  + N 	G) 	(1.3) 

* C (cm 3  s) are the electron collisional excitation rate coefficients 

* R31 (s') are the stimulated absorption rate coefficients, proportional to the mean 

intensity of the radiation field. 

* A3,1 (r ' ) are the spontaneous radiation transition probabilities. 

In practice, because of the short time scales of the relevant processes, it is always 
dIV 

assumed that the plasma is in a steady state (-f- = 0). The set of Equations 1.3 

is then solved for a number of low lying levels, with the additional requirement that 

N(Z) = > N. 

In the CHIANTI database the processes included are electron excitation and de-

excitation, and spontaneous radiative decay. The proton collisional coefficients could 

also be considered as an additional term, but are not yet included in CHIANTI. The 

stimulated emission can be neglected in an optically thin plasma. 
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• N(Z+fl/N(Z) is the ionization ratio, and is predominantly a function of tempera-

ture. 

Various processes can affect the ionization balance. Since the plasma is optically thin, 

most of the radiation escapes, the plasma is not in local thermodynamic equilibrium 

(LTE), and the main processes that regulate the ionization balance are spontaneous 

radiative recombination, di-electronic recombination and collisional ionization. By 

considering the detailed balance equations that relate successive ionization stages for 

these processes, and requiring that the population of ions in a given state is constant 

with time, it is possible to derive for each state the ratio of two successive ionization 

stages Nz,r+i/Nz,r, which is mainly a function of the temperature, and only slightly 

depends on the electron density through the rate coefficients. With the additional 

condition N(Z) = )Jr Ng,r, it is possible to derive the ionization ratio. Many ion-

ization equilibrium calculations have been published in the past, but none include 

density effects. The most recent ones are those of Arnaud and Rothenflug (1985), 

Landini and Mon.signori Fossi (1991), Arnaud and Raymond (1992), Mazzotta et al. 

(1998). 

• N(Z)/NH Ab(Z) is the element abundance relative to hydrogen. 

• NH/N e  is the hydrogen abundance relative to the electron density. This ratio is 

usually in the range -.s  0.8-0.9. H and He, at coronal temperatures, are fully ionized. 

If we neglect the contribution of the heavier elements to the electron density (< 1%), 

and assume fully ionized H and He, the only parameter that changes this ratio is the 

relative abundance of He, which is not yet well established. If we assume the Meyer 

(1985) abundances, NH/N(He)=10 , NH/N e  = 0.83; whilst for log (Njj/N(l-le))=1.2, 

NH/NE = 0.89. 

The intensity of a spectral line can then be written in the form: 

= fAb(z)C(N e ,TAii)N e NHdh 
	

(1.4) 

with the contribution function C given by: 

C(N,T,A1)= A1 !±!L N(Z') N(Zfl (erg cm3 _1)  
47r NN(Z+r) N(Z) 

The contribution function contains all of the relevant atomic physics parameters and for 

most of the transitions has a narrow peak in temperature, and therefore effectively confines 

the emission to a limited temperature range. In the literature there are various definitions 
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of contribution functions, depending on which terms are included. Aside from constant 

terms, sometimes the elemental abundance and/or N11/N 8  = 0.8 and/or the term 1/4w are 

included in the definition, for example. Throughout this thesis, we will refer to both the 

contribution functions C(T, Aij, N 6 ) and to G(T, Ab(Z), N 6) Ab(Z) C(T, A1j, N 8 ), i.e. 

the contribution functions that contain the abundance factor. Also, since the contribution 

functions will be calculated at fixed density values, and the abundances are independently 

chosen, in many cases we will simply refer to the functions C(T) and G(T) 

At this point, there are many assumptions that can be made, in order to simplify the 

expression for the intensity. One of the major problems in trying to interpret ETJV spectra 

is that the intensity of the observed spectral line is related to the sum of all the photons 

emitted into the line of sight. One of the problems is that the current spatial resolution of 

the EUV instruments is not sufficient to specify the plasma distributions along the line of 

sight. For example, the same emission can be produced by a low-density plasma occupying 

a large volume, or by a high-density plasma distributed over only a small fraction of the 

line of sight. 

If a unique relationship exists between N 6  and T, a differential emission measure DEM(T), 

a function of only the plasma temperature, can be defined ( Withbroe, 1978): 

J[DEM(T)dT= fAT 6  NHdh 	 (1.6) 

i.e. 

DEM(T) = N6NH 	[cm 5 IC'] 	 (1.7) 
dT 

For example, if we assume that the plasma pressure along the line of sight is constant, 

then from the perfect-gas law N - (P2 /T 2 ), and the electron density is only a function 

of temperature, and the DEM(T) can be defined. The DEM gives an indication of the 

amount of plasma along the line of sight that is emitting the radiation observed and has 

a temperature between T and T + dT. The DEM is related to the conductive flux and 

gives information about the structure of the atmosphere. 

With this definition, the intensity integral becomes: 

I0'1) = Ab(Z)f C(T, Au,  N6) DEM(T) dT, 	 (1.8) 

assuming that the abundance of the element Ab(Z) is constant over the line of sight. 

We therefore have a system of Fredholm integrals of the first species to be inverted, 
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in order to deduce the DEM from a set of observed intensities. More details on the 

inversion techniques used in the present work can be found in Chapter 2. The integral 

inversion method has also the advantage that at the same time the DEM distribution 

and the elemental abundances can be obtained, using a large number of line intensities. 

This minimizes the effects of errors in observation or theory associated with single lines. 

Further refinements and considerations of the integral inversion problem, and extensions 

with the use of an emission measure differential in both temperature and density, can be 

found in Craig and Brown (1976), Doschek (1984), Alinleaky a al. (1989), Newton et al. 

(1995), and Hubeny and Judge (1995). 

Once the differential emission measure DEM is known, the total emission measure ELVI 

can be calculated, integrating the DEM over the whole temperature range: 

EM E A NNHdh = IT DEM(T) dT [cm 5 ] 	 ( 1.9) 

Sometimes the total emission measure is defined as EM = f Ndh = f DEM(T)dT, 

with the differential emission measure defined as DEM(T) = N(dT/dh) — '. Following 

Pottasch (1963), various approximations and methods have been introduced in order to 

approximate the DEM and to deduce elemental abundances, as reviewed in Chapter 2. 

One method is to define for each observed line an average emission measure c EM >, 

while another is to define for each observed line an averaged < DEM >, in order to 

simplify the inversion of (1.8). 

1.1.1 Temperature determination 

A first estimate of the plasma electron temperature can be obtained by noting the presence 

or absence of EUV lines emitted by ions having different ionization equilibrium temper-

atures. Coronal temperatures can also be estimated from the intensity ratio of pairs of 

EUV lines, if their contribution function does not depend on density, and assuming an 

isothermal plasma (T = T0 ) along the line of sight. If the lines are formed at similar 

temperatures, it can be assumed that they are emitted by the same spatial structures 

along the line of sight. The intensity of a line, from a region of constant abundance, can 

then be written: 

= Ab(Z)C(To) f DEM(T) dT = Ab(Z)C(T 0) EM 	 (1.10) 

and therefore the total emission measure can be estimated. From the ratio of two lines of 

different ions, T0  can be estimated. The best method is to use lines of the same element and 
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similar ionization stage, in order to make the temperature determination independent of 

element abundance variations. Examples that apply to CDS will be given in Chapter 2. It 

should be stressed that the temperatures derived in this way are isothermal temperatures 

assuming ionization equilibrium. It should also be kept in mind that if the plasma is 

not homogeneous, the lines emitted by different ions will be generated in different spatial 

regions, and therefore their ratio has no real meaning except as an average value. 

A more direct determination of an isothermal electron temperature, that is not dependent 

on ionization equilibrium assumptions, can be obtained from the intensity ratio of two 

allowed transitions to the ground level g of the same ion, from upper levels j and k having 

significantly different excitation energies F,,j and E9k. In fact, if (E9k—E 9j)1kT >> 1, the 

intensity ratio is temperature-dependent, and assuming that the lines are emitted by the 

same isothermal volume with the same electron density, an isothermal temperature can be 

directly deduced from the i?itensity ratio. This method is difficult to apply because usually 

the wavelengths of the two transitions are hundreds of A apart, and therefore the lines 

need to be observed by different instruments, which must then have a rigorous relative 

intensity calibration. Temperature-dependent ratios of this type include, for example: 

o V [629/172], 0 V [1218/629], and 0 VI [1032/173]. Examples that apply to CDS 

observations will be given in Chapter 2. 

However, if the plasma distribution along the line of sight is multithermal, as can be 

expected in most cases, especially for on-disc observations, a more detailed temperature 

description is obviously needed. This can be obtained from EUV spectroscopic observa-

tions via the DEM distribution. 

1.1.2 Electron density estimates 

An average electron density N can be deduced from the total emission measure < EM > 

and an estimate of the dimension Ah along the line of sight of the emitting plasma (or 

the volume V = A 3 1Xh, with A. being the observed projected area), assuming that the 

elemental abundances are known: < N >r...cc EM > /tsh. In most cases, when the 

< N~2  > are compared to the < N >2  values that are calculated from direct measure-

ments of the average (along the line of sight) density < N > in the transition region, 

large discrepancies are found. This has been interpreted (Dere et aL, 1987) as due to the 

transition region having a filamentary structure, so that most of the plasma occupies only 

a small fraction (the filling factor) of the observed volume. 

By contrast, no assumption about the size of the emitting volume or the elemental abun- 

dances is needed when estimating N6  from density-sensitive line ratios for the same ion. 
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However, such results still represent an average along the line of sight. The intensity ratio 

of two lines can become density-sensitive when the two lines have a different dependency 

on the electron density. For example, for allowed lines the intensity Jjj r.i N while for for-

bidden and intersystem lines collisional de-excitation becomes an important de-populating 

mechanism and the intensity I ". N. In general; a ratio of two such lines can there-

fore be a good density diagnostic, although a temperature dependence can also produce 

a change in the ratio. There are many cases in which the temperature dependence is so 

low, and the calculation is performed at the temperature of maximum formation of the 

ion. Examples that apply to CDS observations will be given in Chapter 2. 

Previous estimates of coronal densities have produced a large scatter in the values (see 

e.g. the SERTS observations, Brosius et al., 1996). Such discrepancies may well be due 

to uncertainties in the atomic physics or in the instrument calibration, or they could be 

related to the complexity of structures emitting along the line of sight. In fact, if the 

plasma is inhomogeneous, different line ratios can easily produce different density values, 

as Doschek ( 1984) pointed out. 

In general, densities deduced from lines emitted at different temperatures should not be 

expected to be the same, since there is fine structure in the solar corona. This fact has not 

been fully recognised by many authors. In 'normal' conditions, the density decreases with 

height. Since the emission is proportional to Ne 2 , this means that most of the emission 

will come from the denser (and lower) regions. However, there are many cases where this 

is not true. For example, if one observes a hot loop in an active region that extends high 

into the corona, one would expect to measure higher densities from high-temperature lines, 

because of the contribution from the loop, and lower densities from cooler lines, coming 

from the other regions in the line-of-sight. 

1.1.3 General considerations of the plasma equations 

For completeness, this Section introduces some general definitions. Given the high tem-

perature and low density, the coronal plasma follows the perfect gas law: 

k 	
(1.11) 

AMH 

where it is the mean atomic weight, the average mass per particle in units of proton mass 

mjj. p = 0.5 for a plasma of fully ionised hydrogen, while p = 0.62 for a plasma composed 

of hydrogen and helium, with a helium abundance NH/NH = 0.1. The last equality 

holds only for a single-fluid plasma, where all the particles have the same temperature 
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(TT=T1andN=N=Ni) The equation of motion for a fluid element (without 

the viscosity terms) is: 

'4:= VP+LAfl+pif 
	

(1.12) 

where d/dt = O/ôt+ffxV is the Lagrangian derivative along the the path, I is the current 

density, .ii the magnetic field, ff is the gravity acceleration. When the velocity of the 

fluid element is negligible, compared to the velocity of propagation of sound and magnetic 

waves, and the velocity of free fall, the equation can be simplified: 

dP 
-  
ds = 

pgcosO (1.13) 

with ff = 	s the coordinate along the field line that has an angle 9 with the vertical 

ê, and dscos9 = dz. Using the perfect gas law: 

/ 	'z dz' \ 
P(z) = P0 exp 1- / Lp(z')) \ Jo 

(1.14) 

and Lp = RT(z)/pg is the pressure scale-height for a single-fluid plasma. In many cases, 

Lp is much less than the magnetic scale-length, and therefore a constant pressure can 

be assumed. If the plasma is also isothermal, the density scale-height is the same as the 

pressure one, and 

N(z) IpmHg®R® ( 
-

Re 

N(R®) = 
exp [ 
	kT 	zjj 

(1.15) 

For a two-fluid plasma, the same equation holds (Guhathakurta and Fisher, 1998), with 

T = (fEe + Td12. With these assumptions, is therefore possible to deduce a scale-height 

temperature Th from the measured density profiles (Guhathakurta et al., 1992). 

The temperature variation along the field lines can be deduced from the heat equation 

(when the entropy is conserved), considering a flux tube with a cross-section area A: 

** (x oT 5 / 2 Ac) = ER(T) - Ejç(T) 	 (1.16) 

that is simply a balance between thermal conduction Vxfi, radiative losses Ep(T) and 

heating processes Eff(T). Xo  is the coefficient of conduction (Spitzer, 1965). The thermal 

conduction is very efficient along the field lines; the heating function is usually pararne-

tensed; the radiative loss function for the coronal plasma is: 

P2  
ER = N2A(T) = 4k2T2A(T) erg cm 3  $ 	 ( 1.17) 
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where A(T) is the sum of all the emissivities of the coronal lines (total power per unit 

emission measure). Once the DEM distribution and the A(T) are calculated, the total 

luminosity L = IT DEM(T) A(T) dT emitted by the plasma can be derived. Once the 

DEM is known, it is straightforward to deduce the temperature gradient along the line 

of sight, assuming that the temperature is a single-valued function, and to deduce the 

temperature, once a value for the pressure is fixed. 

1.2 Previous observations of the solar corona 

1.2.1 Ground and space observations of the solar corona 

The main observations of the solar corona consist of X-ray and EUV observations, ra-

dio brightness measurements and brightness and polarization of the white-light emission. 

The photospheric magnetic fields are provided as magnetograms, and the distribution of 

sunspots indicates the level of magnetic activity. Magnetograms, H a , Ca H and K images, 

have been and continue to be provided by many ground based observatories. 

Many observatories around the world take daily observations of the solar corona. For 

example, the Mauna Loa Solar Observatory K-coronameter has provided white-light data 

since 1965. Infrared observations in the absorption line of He I (10830 A) have been 

taken continuously since 1977 with the Vacuum Solar Telescope at the IKitt Peak National 

Observatory, and are also provided by other observatories (e.g. Pic du Midi). 

Observations in the visible part of the spectrum are particularly interesting in the green 

and red coronal lines Fe XIV 5303 A and Fe X 6374 A , since their intensity is lower in 

coronal holes (especially Fe XIV), whereas intensities of other lines, (e.g. H. and Call K) 

and the continuum are not reduced. Coronal-line intensity measurements at 1.15 Re  are 

carried out daily at the National Solar Observatory at Sacramento Peak (NSO/SP), New 

Mexico. Fe XIII 10798 and 10747 A , Si X 14301 A are also observed (Penn and Kuhn, 

1994). 

Solar radio observations are provided for example by the Nobeyama and Nancay radiohe-

lioscopes. 

Space observations pre-SOHO 

Many rocket flights and satellites have provided EUV observations of the solar corona. 

Some of them are listed in Table 1.1. After some early rocket flights, the first series of 

small satellites were the Orbiting Solar Observatories (OSO). The main sources of EUV 
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data for twenty years have been the instruments flown on Skylab (1973-1974). Three 

Skylab workshops summarised the main findings: on coronal holes and the solar wind 

(Zirker, 1977); solar flares (Sturrock, 1980); and solar active regions (Orrall, 1981). Coro-

nal brightness and polarization using a broad bandpass have been measured by the white 

light coronagraph (WLC) on Skylab. These data have been used by various authors to 

deduce coronal densities (see below) 

One of the main instruments was the Harvard College Observatory EUV spectrometer 

S-055 (HCO), on the Apollo telescope mount (ATM). The Skylab HCO spectrometer 

had good spatial resolution in the 280 A - 1350 A range, but low spectral resolution 

(= 1.6 A ). This limited the information that could be extracted from these data and 

might explain why many studies based on these data have produced conflicting results. In 

the standard grating position, the instrument scanned six wavelengths typical of chromo-

spheric to coronal temperatures: Lya (1216 A, T 2x104 ); C 11(1336 A, T = 3.5x104); C 

III (977 A, T 7x104 ); 0 IV (554 A, T 1.5x105); 0 VI (1032 A, T = 3x10 5 ) and Mg X 

(625 A, T = 1.1x106). With other grating positions, spectroheliograms of the lines Ne VII 

(465 A, T 5x10 5 ) and Si XII (521 A, T = 1.8x106) were also recorded. The good spatial 

resolution of the HCO spectrometer enabled Vernazza and Reeves (1978) to produce a list 

of line intensities for different solar regions. As already mentioned, these data include the 

only coronal hole spectra in that wavelength range obtained before SOHO. 

Skylab observed many mid-latitude coronal holes, classified by Nolte et al (1976) as CH 

1,2.....The principal one (CH 1) was already formed when Skylab started its observations, 

and is known as the 'Italy boot-shaped' coronal hole, due to its famous appearance. It 

extended N-S from the north pole to southern latitudes, and passed the central meridian 

on November 21-22 1973. No other such elongated coronal holes were observed by Skylab. 

The photospheric magnetic field was predominantly of positive polarity within the coronal 

hole, the same as the north pole and the polarity of the following parts of northern-

hemisphere active regions. It was surrounded by predominantly negative polarity. A 

magnetogram taken one rotation before the first Skylab CH 1 observation showed an active 

region (at rs  15°S) with positive leading polarity. Therefore, the unipolar region probably 

formed from the decay of the active region flux (Timothy et al., 1975; Wang and Sheeley, 

1993). 

After Skylab, the Coronal Helium Abundance Spacelab Experiment (CHASE) on the 

Spacelab 2 Mission was a specific mission to determine the helium abundance from the 

ratio of He II 304 A to Lyman-a 1218 A, on the disc and off the limb. 

In addition, rocket borne EUV spectrometers were developed at the University of Colorado 

The first high resolution images of the Sun using the multi-layer technique were obtained 
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in 1987 by Walker et al. (1988) at around 171-175 A(Fe IX, Fe X) and at 256 A (He II, 

Fe XXIV). In 1989, Golub et al. (1990) obtained an image with a normal incidence X-ray 

telescope (NJXT), with a filter centred at around 63.5 A (Mg X, Fe XVI). The Multi 

Spectral Solar Telescope Array (MSSTA) was first flown in 1991 (Walker et al., 1993) and 

produced sub-arc-second resolution ( 0.7") images in Lyman-a and Fe XII (193 A) and 

1.5" images in Fe XIV (211 A). 

The Solar EUV Rocket Telescope and Spectrometer (SERTS), developed at the Goddard 

Space Flight Center, has been flown several times since 1989, and has produced both non 

overlapping spectroheliograms and stigmatic spectra (slit 4.9' by 7") of the same solar re-

gion. SERTS has observed many quiet sun and active regions, but has not observed coronal 

holes. Given its high spectral resolution, and an overlap with the wavelengths observed 

by CDS, the SERTS observations are particularly important, especially for instrument 

calibration purposes. A re-examination of the SERTS 1989 observation (SERTS-89) is 

presented in Chapter 3. 

Finally, it should be noted that many other satellites and instruments have observed 

the solar corona, and in particular coronal holes at both X-rays and UV wavelengths. For 

example, Yohkoh is a successful satellite that has observed the solar corona in X-rays, with 

four instruments. It was mainly designed to study energetic phenomena such as flares, and 

not coronal holes. Various High Resolution Telescope and Spectrometer (HRTS) rockets, 

developed at the Naval Research Laboratory (NRL), have observed in the UV the solar 

transition region. The sixth one, flown on November 20th, 1988 observed a coronal hole 

on the disc. 

EUV line lists and identifications. 

Despite the large number of observations of the solar corona, very few EUV spectral 

observations have been sufficiently complete and accurate to allow extensive line lists and 

identifications to be made. The most important studies for direct comparison with CDS 

are listed here. 

Malinovsky and Heroux (1973) were among the first to apply the Pottasch (1963) emis-

sion measure method to confirm or reject previous identifications in the 50-300 A range, 

using an integrated Sun spectrum with 0.25 A resolution taken with a grazing-incidence 

spectrometer flown on a rocket in 1969. 

Firth et al. (1974) give a line list in the 140-870 A range, based on U.K. rocket observa-

tions, with 0.17 A resolution. 

Behring et al. (1976) present a high-resolution (0.06 A) spectrum in the 160-770 A range 
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of the entire Sun, taken with a rocket flight. The lines were identified based on their 

position, and the intensities were only approximate. 

Dere ( 1978a) presented a list of line identifications based on all the flare observations of 

the NEt 5082-A instrument aboard Skylab, in the 171-630 A range, with 0.1 A resolu-

tion. This list is therefore biased toward high-temperature lines. Dere (1982) presents an 

extensive list of lines from spectra of active regions observed with the same NRL S082-A 

instrument. 

The SERTS-89 observation has been described by Thomas and Neupert ( 1994), including 

a useful line list in the 170-450 A range, based on high resolution well calibrated spectra. 

More details can be found in Chapter 3, where this observation is re-analysed. 

Space observations: SOHO 

Details of the SOHO project and its instruments can be found in a special issue (Vol. 162) 

of the Solar Physics journal (1995). More information on the pu blicly-avail able data and 

software databases can be found on the World Wide Web: 

http://sohowww.nascom.nasa.gov/ 

The 12 instruments on SOHO are: 

• SUMER (Solar Ultraviolet Measurements of Emitted Radiation) is a normal inci-

dence spectrometer in the 500 to 1610 A band, with high spatial resolution (1.2-1.5") 

and high spectral resolution = 19 000 to 40 000). Doppler velocities and line dA 

broadenings can be measured down to 1 km/s separately for each spatial resolution 

elent. 

• The CDS instrument, described in Harrison et al. (1995), consists of two instru-

ments: a Normal Incidence Spectrometer (NIS) and a Grazing Incidence Spectrom-

eter (GIS), which overall cover the 151-785 A spectral region [with two channels in 

normal incidence (NIS 1, NIS 2) and four channels (GIS 1, GIS 2, GIS 3, GIS 4) 

in grazing incidence] at moderate resolution (0.35-0.5 A). CDS can observe coronal 

diagnostic lines on the disc, unlike SUMER. More details on CDS, including data 

reduction methods, can be found in Chapter 3. 

UVCS (Ultraviolet Coronagraph Spectrometer) can perform spectroscopic observa- 

tions between 2 and 10 Re  from sun centre and produces line profiles of Lya, 0 VI, 

21 



Fe XII and many other ions. It allows a determination of proton velocity distribu-

tion, proton outflow velocity, electron temperature, and ion outflow velocities and 

densities. 

• EIT (Extreme ultraviolet Imaging Telescope) is a normal-incidence, multi-layer tele-

scope which covers the full solar disc (1024 x 1024 pixels with a field of view of 

45'x45'). Subfield images can be created in four band-passes: Fe IX 171 A, Fe XII 

195 A, Fe XV 284 A and He II 304 A. The pixel resolution is 2.6". 

• LASCO (Large Angle and Spectrometric Coronagraph Experiment) is a set of three 

coronagraph telescopes that image the solar corona in white light from 1.1 Ft ®  to 30 

11e (Cl: 1.1 to 3 e; C2: 1.5 to 6 R®; C3: 3.5 to 30 Ft®). 

• VIRGO (Variability of solar IRradiance and Gravity Oscillations) has two types of 

active cavity radiometers that are measuring the spectral irradiance and radiance 

variations on time scales down to minutes. These monitor the solar irradiance (for-

merly known as the solar constant). 

• GOLF (Global Oscillations at Low Frequencies) measures doppler shifts of sodium 

absorption lines, deducing mean disc line-of-sight velocities, to study p and g modes 

of the solar non-radial oscillations. 

• MDI (Michelson Doppler Imager) images the Sun on a 1024 x1024 CCD camera 

through a series of increasingly narrow filters (Michelson interferometers) and po-

larizers, giving a full-width-half-maximum (FWHM) bandwidth of 100 mA centred 

on Ni 16768 A. Velocity and magnetic field line-of-sight components and continuum 

intensity can be determined once per minute, with a resolution of 4" over the whole 

disc. A higher resolution is also achievable with a smaller field of view. 

• SWAN (Solar Wind ANisotropies) measures Lyman alpha UV light scattered by 

interplanetary H I, in order to determine the large scale solar wind distribution. 

• Particle instruments study the solar wind and the solar energetic particles (SEP): 

COSTEP (Comprehensive Supra-thermal and Energetic Particle Analyzer); CELIAS 

(Charge, Element, and Isotope Analysis System); ERNE (Energetic and Relativistic 

Nuclei and Electrons experiment). 

1.2.2 General coronal hole characteristics 

Following the first EUV observations, coronal holes were defined (Reeves and Parkinson, 

1970) as those areas with much lower (by factors up to 10) intensities of coronal lines (e.g., 

Mg X 625 A). It should be noted that such a simple definition of coronal hole areas can be 
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misleading. In fact, the so-called filament channels also appear as thin long regions of low 

intensity in coronal lines. Filament channels are usually (but not always) associated with 

stable dark H. chromospheric features. Characteristic features that differentiate filament 

channels from coronal holes, are: (1) X-ray arches cross over a channel but diverge in a 

coronal hole; and (2) filament channels lie along neutral lines. 

In the lines emitted from the transition region, it is difficult to recognize coronal holes. 

Studies based on Skylab and HRTS data (Huber et al., 1974; Dere et aL, 1989) have shown 

that transition region lines have almost the same intensity distribution inside and outside 

coronal holes, with the only difference that the brightest supergranular cell boundaries 

(network) are depressed in coronal holes (by about 50%). Transition region lines produce 

limb-brightened rings that in coronal hole areas are both elevated (10-15") and wider 

(5-8" in width), compared to the quiet sun regions (Withbroe and Noyes, 1977). This 

observation has been interpreted in the sense of a larger range of heights over which the 

lines are formed, and therefore indicates a lower temperature gradient in coronal holes. As 

a result, the heat flux conducted from the corona to the transition zone is much smaller 

(by an order of magnitude) in the holes than in the quiet sun. 

In chromospheric lines, coronal holes are once again clearly visible. For example, in the 

EUV He I and He II emission lines, the network within the holes is about 50% of the 

intensity of the quiet sun. Because chromospheric lines do not have the problem of fore-

ground emission that coronal lines have, they can be used to trace the hole boundaries. 

In the visible part of the spectrum, the network areas show stronger He I absorption both 

inside and outside coronal holes, while the cell centres have lower He I absorption. On the 

average, coronal hole areas have lower He I (10830 A) absorption than the other areas, 

and therefore the equivalent width of this line has become a commonly used diagnostic for 

defining coronal holes. It is interesting to note that in transition region lines, coronal holes 

sometimes show large jets of plasma (macrospicules), that are not visible in the quiet sun. 

Macrospicules differ from the H. spicules in that their average width, height and lifetime 

are all much greater, and also that they tend to be radial, whilst spicules have no preferred 

inclination. 

Bocchialini and Vial (1996) analysed the profiles observed by the 050-8 spectrometer 

inside and outside of the equatorial coronal hole which was at the centre of the solar disc 

between 27 and 29 November, 1975. After separating coronal hole and quiet sun profiles 

and taking an average, they found stronger Hydrogen L. (40 %) and Mg II k profiles (25 

%)in the coronal hole, compared to the quiet sun. Network L. intensities, on the other 

hand, are very similar. This result is rather surprising, and at variance with other Skylab 

observations (e.g. Vernazza and Reeves, 1978). 
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In terms of physical parameters, previous coronal hole observations (see the reviews of 

Habbal, Esser, and Arndt, 1993; Withbroe, 1988; Ham et aL, 1994), based primarily on 

Skylab data, have shown coronal holes to be regions of lower coronal density and temper-

ature. However, the various results are not in very good agreement with each other, and 

are not as precise as the theoretical solar wind models require (Habbal, Esser, and Arndt, 

1993). More details on how coronal hole densities and temperatures have been estimated 

are given in the following Sections. 

Coronal hole area, distribution and rotation 

He 110830 A observations during the period 1978-1991 have been used by various authors 

(e.g. Insley et aL, 1995) to study the distribution of coronal holes. This large dataset 

has shown that in the declining phase of the solar cycle and at solar minimum, the polar 

coronal holes dominate, and have equator-ward extensions, while there are but few low-

latitude corona! holes. Around so!ar maximum, on the other hand, mid-latitude coronal 

ho!es dominate, and have a large spread in latitude. The time variation of the distribution 

of mid-latitude holes follows the same equator-ward trend as the sunspots. In addition, 

the mid-latitude coronal holes exhibit significant differential rotation, although not as 

pronounced as that observed for sunspots. However, the equator-ward extensions of polar 

coronal holes show no differential rotation 

Timothy et aL (1975) using Skylab data, deduced that although the structures that de-

lineate the holeboundary change significantly, coronal holes rotate almost rigidly, with 

only a slight distortion due to the solar differential rotation. The rotation rate is almost 

equal to that of the sunspot equatorial rotation. After the Skylab era, other coronal holes 

were observed, some of which showed significant differential rotation (Wang and Sheeley, 

1993), while others (Tsuneta and Lemen, 1993, from Yohkoh observations) apparently did 

not. 

The boundaries of coronal holes change in short timescales and those are related to appear-

ances or disappearances of bright points, according to Kahier and Moses (1990). These 

authors explain the boundary changes using a magnetic reconnection scenario. In partic-

ular, Wang and Sheeley (1993) explain the formation of the Skylab CH 1 in terms of an 

interaction between the axisymmetric polar field and the non-axisymmetric photospheric 

flux, in the form of a decaying active region located at low southerly latitude. In general, 

it is therefore concluded that equatorial coronal holes rigidly rotate during the declining 

phase of a solar cycle, when an active region erupts at low latitudes and interacts with 

the polar fields. Conversely, during the rising and maximum phases of the cycle, non-

axisymmetric photospheric flux tends to be present at higher latitudes, and coronal holes 

tend to shear and rotate differentially at the local photospheric rate. 
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1.2.3 Temperatures 

Coronal hole temperatures have previously been estimated using various methods assuming 

an isothermal plasma. Habbal, Esser, and Arndt (1993) review the range of temperatures 

that have been deduced from remote (e.g., spectroscopic) measurements of coronal holes, 

within a distance of 1.6 Re, and they also review the accuracy to which these temperatures 

have been determined. Withbroe ( 1988) also reviews coronal hole temperature measure-

ments, and those are critically discussed below. Apart from the in-situ measurements, all 

others can be usefully separated into those observations made on the disc, and those made 

above the limb. Observations above the limb have the advantage that physical parame-

ters like temperature and density can be measured as a function of the radial distance. 

However, care must be taken to allow for foreground and background quiet Sun emission 

along the line of sight (see, e.g., Esser et at, 1995), which (on the other hand) can be a 

small effect for on-disc observations. 

Temperatures from in-situ charge state measurements 

Empirical constraints on the temperatures at the "freezing-in radius" have been derived 

from charge state measurements at 1 AU. The freezing-in radius is the distance from the 

Sun centre where the expansion time of the solar wind equals the equilibrium timescale be-

tween the ions. Various assumptions must be made in order to deduce such temperatures, 

e.g.: assumptions about the expansion model, the charge state distribution, the elemental 

abundances, the distribution function of the electrons and the relative flow speed of the 

different charge states. Galvin et al. (1984) found a value of 1.3 + 0.2 MR at 1.5 R from 

CNO ions, while Ipavich et al. (1986) derived values of 1.3 ± 0.3 MK at 1.5 R® from CNO 

ions and 1.4 + 0.2 MR at 3 Re from Fe ions. For recent results from Ulysses SWICS 

data and models, see Ko et al. (1997). 

Temperatures above the limb from white light observations 

Analyses of white-light coronagraph observations have been used to derive the radial den-

sity profile from the measured intensity of the polarized brightness of the 1< corona, follow-

ing van de Hit/st (1950). Assumptions about the F corona contribution and the density 

distribution along the line of sight produce additional uncertainties in the densities. Then 

the temperature can be derived, assuming an isothermal atmosphere in hydrostatic equi-

librium. Clearly, the deduced temperatures can only be rough estimates. 
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Temperatures from Lya profiles 

Several coronagraph experiments (e.g. Spartan, SOHO/UVCS) have provided tempera-

tures above polar coronal holes from Lya profiles (see, e.g., Withbroe et al., 1986; Kohl et al., 

1980). The spectral line profiles, at the distances observed by these instruments, have two 

components. The resonantly scattered, relatively narrow component provides empirical 

constraints on the electron and proton temperatures. The weaker, electron scattered com-

ponent is wider and related to the electron density and temperature. This method provides 

effective temperatures rather than kinetic temperatures, and therefore the reported values 

can be used as upper limits to the temperature of the coronal plasma. 

Limb observations from EUV intensities 

Many early studies, instead of directly measuring temperatures, deduced them from ob-

servations of radial intensity profiles off-limb, and an appropriate model. For example, 

Krieger et al. (1973) inferred a temperature of 1.3 x10 6  K at a distance 1-1.14 It0  in 

a south polar coronal hole using X-ray images of a rocket flight on 1970 November 24. 

They deduced X-ray intensities from photographic densities, and from these they derived 

the density scale height and finally the temperature, assuming an isothermal spherically 

symmetric model. Mans/ca (1978) derived the off-limb temperature of a polar coronal 

hole on 14th August 1973 (near solar minimum), using the spectroheliograms of the HCO 

instrument on Skylab. The radial intensity profile of five EUV lines of different elements 

were fitted with an empirical model that assumes an isothermal corona in hydrostatic 

equilibrium. The derived parameters are the density (1.7 x10 8  cm 3 ) and conductive flux 

(6 x104  ergs cm 2  s ) at the base of the corona which was assumed to be 1.03 It ®  

together with a coronal temperature of 1.1 x10 6  at 1.08 It®  . The model then yields a 

temperature of 7.6 x10 5  K at 1.03 It®  . A DEM analysis was also performed. 

Other studies have derived isothermal temperatures from line ratios, but in most cases lines 

emitted by different elements were used, and this limits the accuracy of the temperatures 

inferred. For example, Habbal, Essen, and Arndt (1993) present some estimates of off-limb 

temperatures, from analysis of 1973 December 13 Skylab S-055 spectroheliograms, using 

intensity ratios of the lines Mg X (625 A), Ne VII (465 A), and 0 VI (1032 A). These were 

limb observations of a south polar coronal hole and its neighboring quiet regions. The 

authors assert that there is very little contamination from quiet region emission along the 

line of sight. They obtain a temperature range of 7.8-9.3 x 10 5  K, between 1.02 and 1.07 

Re for the coronal hole, and 9.4 x iO - 1.2 x 106  K for the quiet regions bordering it, 

where this quoted range in temperatures is due to inhomogeneities within the coronal hole 

itself. The authors carefully take account for possible abundance variations. They varied 
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the theoretical abundances of the three observed elements (Mg, Ne, 0), to obtain the best 

agreement between abundances and temperature. This was probably the most accurate 

pre-SOHO work, in terms of temperature measurements based on EUV tines, and it gives 

an idea of how the paucity of data affected the attempted measurements. 

Guhathakurta et at. (1992) derived temperatures from the intensity ratio of two Fe XIV 

tines: the 173 A line recorded by a rocket; and the green 5303 A line from ground-based 

observations. They found an average coronal temperature of 1.34 x 106  K for a south 

polar coronal hole and 1.27 x 106  K for a north polar coronal hole, at 1.15 R ® , during 

the 1988 March 17-18 solar eclipse. They also deduced temperatures from density scale 

heights deduced from contemporaneous white light coronagraph observations, but these 

values (0.95 and 1.1 x 106  K) are not in agreement with the previous ones. 

Esser et al. (1995) analysed daily intensity measurements at 1.15 k of the green Fe 

XIV 5303 A and red Fe X 6374 A lines. Their main finding is that the coronal hole 

temperatures derived using the line ratio technique vary by more than 0.8 x 106  K over 

the time interval of the observations which covered about four solar rotations. They also 

discuss how the regions surrounding the coronal holes might influence the temperature 

gradient in the coronal holes. 

Disc observations and emission measure analysis 

Direct EUV observations on the disc have been rare, and so on-disc temperatures of coro-

nal holes were also scarce. For example, using 050-4 data, Munro and Withbroe (1972) 

found a coronal hole temperature of 1.05 x10 6  K, assuming constant electron pressure and 

temperature gradient. 

The most complete description of the distribution of plasma at different temperatures is 

given by a DEM analysis. Only a few DEM analyses have been performed on coronal hole 

EUV spectra (Munro and Withbroe, 1972; Raymond and Doyle, 1981b; Dere and Mason, 

1993; Dosehek, 1997a; Mason et at, 1997). 

Raymond and Doyle (1981b) derived a DEM from the 'Italy' coronal hole observed by 

Skylab, using the averaged cell-centre and network intensities of Vernazza and Reeves 

(1978). See Chapter 2 for a re-analysis of these data. 

Dosehek (1997) have deduced emission measures using high-resolution NRL S082-B Skylab 

spectra of different regions (including coronal holes). In this case the information was 

limited by the fact that only transition region lines in a restricted temperature range 

(3x104  - 2.5x10 5  K) were observed at the limb. 
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Temperatures from filter ratio techniques 

Finally, temperatures have also been estimated by many authors from soft X-ray or EUV 

broad-band filter images, this method uses the intensity ratio of two filters in which emis-

sion comes mainly from plasma at distinct temperatures for the respective two filters. 

For example, Hara et al. (1994) estimate the temperatures of a large coronal hole that 

extended to both northern and southern hemispheres, with the filter ratio technique of 

Tsuneta et al. (1991), applied to the Soft X-ray Telescope (SXT) aboard Yohkoh. The 

estimated coronal hole temperatures are 1.8-2.4 x 106  K, almost the same values as those 

derived for quiet regions. The Yohkoh X-ray filter ratio technique therefore yields coronal 

hole temperatures around 2 MR (as confirmed by Hara, 1997), a result that contradicts 

other estimates (e.g. by almost a factor of two higher than from EUV spectra). This 

fact has puzzled many researchers. Yohkoh observes coronal X ray emission from a broad 

range of plasma temperatures above 1x10 6  K, and with a sensitivity biased toward hotter 

emission in the 3-6x10 6  K range. A possible explanation for the apparent discrepancy is 

then the presence of hot material in the line of sight. 

In general, these filter ratio techniques should be avoided, if possible, for a variety of 

reasons. First, the lines that contribute to the emission observed through one filter, will 

not normally be formed at the same temperatures, and hence might not be emitted by 

the same spatial regions: the filter does not then sample isothermal plasma. Secondly, the 

lines in a broad-band emission, might derive from different elements (as is the case for the 

Yohkoh filters), and therefore assumptions about element abundances have to be made, 

thus increasing the uncertainty in what is already only an average temperature. 

1.2.4 Densities 

The density measurements that differentiate between coronal holes and plumes will be de-

scribed in Section 1.2.6. Most studies (e.g., Munro and Jackson, 1977; Guhathakurta et al., 

1993; Guhathakurta and Hoizer, 1994) have estimated the electron density following the 

van de Hulst (1950) method. 

Many other authors have derived densities from the intensity gradients in off-limb obser-

vations. For example, Mariska (1978), as already explained, derived a density of 1.7x10 8  

cm 3  for the 14th August 1973 polar coronal hole, a value remarkably close to the values 

subsequently derived by SOHO. 

Other recent studies have determined the temperature and density structure of the solar 

corona from a combination of K-coronal and polarization brightness (from eclipse or coro- 

28 



nagraph observations), the green and red coronal forbidden lines, and EUV images from 

a sounding rocket (e.g. Guhathakurta et al., 1996). 

Crude estimates of densities have also been obtained from the emission measure method. 

For example, Ham et at. (1994) estimated the total emission measure of a coronal hole 

from Yohkoh observations, and found values in the range 1025.5 - 10262  cm 5 , about ten 

times smaller than those of quiet regions. Therefore, if their deduced temperatures and 

EM values are correct, it follows that the observed lower soft X-ray intensity of the coronal 

hole regions is due to a density that is lower by a factor of 3 compared with the quiet 

regions. 

However, as mentioned above, the most accurate method is to use density-sensitive ratios 

of lines emitted from the same ion. In the past, very few such EUV observations have 

been performed, and none successfully used coronal lines to deduce coronal hole densities, 

before SOHO was launched. Dwivedi and Mohan (1995a) estimated the electron density in 

a coronal hole using the Mg VIII density-sensitive theoretical line ratio [436.62 / 430.47], 

and Skylab HCO data, to find an electron density N6  = 3.4x10 7  cm 3  for the coronal hole, 

compared to N6  = 5.8x10 7  cm 3  for the quiet sun, using the Vernazza and Mason (1978) 

data. However, the HCO data were affected by blending, as the same authors pointed out. 

It is only with SOHO that, for the first time, line-ratio techniques have been fully ap-

plied to obtain coronal hole densities. Dosehek et at. (1997b) applied a ratio technique to 

coronal lines (Si VIII and S X) in SUMER off-limb observations. They found the coro-

nal hole densities to be systematically lower than those in the quiet sun, by a factor of 

about 2. Similar results, based on a much more complete data set, were found during 

this thesis work, as described in Chapter 5. Laming et at (1997a) also present off-limb 

SUMER observations, and deduce densities from various coronal line ratios. More recently, 

Warren and Hassler (1999) accurately measured off-limb densities at a height between 10" 

and 20" from the limb, using many lines from SUMER, and found densities N 6  108.35, 

with a small scatter. 

Regarding measurements of electron densities at lower heights, i.e. from lines emitted at 

lower temperatures in the transition region it should be noted that before SOHO even 

quiet-sun results were very rare, and had large uncertainties. This was due to the low 

spectral resolution and low sensitivity of the previous instruments. Munro and Withbroe 

(1972) were among the first to attempt a measurement of transition region densities in 

coronal holes using OSO IV spectra and the C III 1176/977 A density-sensitive ratio. 

As the authors reported, the data did not allow a reliable measurement of the density. 

However, some coronal hole areas were found to have densities a factor of two to three 

lower than the quiet sun regions. Dupree et at. (1976) analysed Skylab HCO data and 
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found significant variations in the C III 1176/977 A ratio, for different solar regions, with 

an average value for the quiet sun of 0.29, yielding a density N6  = 4.6x109  cm 3 . A trend 

for higher densities in the cell centres was also found, although in the quiet sun regions 

the uncertainty was large. Vernazza and Reeves (1978) derived densities from the same 

C III 1176/977 A lines observed by the Skylab HCO instrument, but found N. lxlO' °  

cm 3  from the averaged spectra, with no differences between coronal holes and quiet sun. 

Moreover, differences were found between the cell centres and network regions, but this 

time with the network having larger (by about a factor of two) densities than the cell 

centres, in contradiction to the previous analyses done by Dupree et al. (1976). However, 

the density sensitivity of this C Ill ratio is small and furthermore C III could be affected 

by some opacity effects. 

Various authors used the Skylab NRL S082-B to deduce densities. However, only ob-

servations close to the limb could be used for density diagnostics. Doschek et al. (1978) 

presented densities for coronal holes and the quiet sun close to the limb, using C III, 0 III, 

and Si IV lines, finding an averaged value N6  = 1.9x10 10  cm 3  for the quiet sun regions, 

with no differences in the polar coronal hole, except in one case where a lower density (by 

a factor of 2) was found. Cook and Nicolas (1979) also derived densities for coronal holes 

and the quiet sun from Skylab NRL S082-B observations close to the limb, using C III, Si 

III and Si IV lines, finding densities in the range N6  = 3x109  - 2x10 1 ' cm 3 , with most of 

the values at the limb N6  1xlO'0  cm 3 , and with no differences between quiet sun and 

polar coronal holes. Recently, Doschek has re-analysed some of the NRL S082-B observa-

tions, comparing the results that are obtained using different instrument calibration, and 

using more recent atomic data. The results from 0 V 1  Si III, C III showed discrepancies, 

that moreover could not be easily explained by a wrong calibration. Densities had a large 

scatter of values around N6  1x10 10  cm 3 , depending on the ratio and/or the instrument 

calibration adopted, with the coronal hole having consistently lower values. 

Cook et al. (1995) present 0 IV and Si IV density diagnostics in the UV range applied to 

solar and stellar spectra. From HRTS and Skylab S082-B observations of the quiet sun and 

active regions, but not coronal holes. Large discrepancies were also found there, with one 

o IV ratio producing a value of N6  = 5x109  cm 3  for the quiet sun region. Keenan et al. 

(1995) present new calculations for 0 V diagnostics and apply the 1371.29 A / 1218.35 

A ratio to HRTS and Skylab S082-B observations at the limb, of coronal hole, quiet sun, 

and active regions. a density N6  = 3x10' °  cm 3  for a coronal hole region observed by 

the Skylab instrument was found, with no differences from the quiet sun values. In terms 

of transition region pressures, the values that can be found in the literature (see, e.g., 

Dere et al., 1982) are about P6  = 1x10 15  cm 3  K for the quiet sun. 
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Recently, many results based on SOHO have started to be published. The results obtained 

during this thesis work are described in Chapter 5. Young and Mason (1997) use 0 IV 

and Mg VII lines to estimate densities in bright transition regions. Pinfleld et aL (1999) 

presents the first detection of an 0 V forbidden line and use it to deduce N e  iO for 

the quiet sun. Doschek et al. (1998a) presents densities derived from the 0 V 759.441 and 

761.128 A lines observed at the limb by SUMER, and finds densities inside coronal holes 

(N = 2 - 3x109), a factor of two lower than in the quiet sun. No differentiation between 

cell-centres and network regions was possible, because the lines were observed at the limb 

in this case. 

1.2.5 Element abundances 

A large number of papers (and reviews, see above), have been written on this subject, 

and there are still differences of opinion on the reality and importance of the FIP effect. 

(Recall that different solar structures show different element abundances, and these ap-

pear to be related to the first ionization potential of the elements, with the low-FIP (< 10 

eV) elements tending to have higher abundances. Articles that deal with solar abundance 

determinations and models include these by: Mariska ( 1980); Veek and Parkinson (1981); 

Widing etal. (1986); Widing and Feldrnan(1989, 1992, 1993); Feldman and Widing(1990, 

1993); Schmelz (1993); Laming et al. (1995); Geiss (1995); Sehrnelz et al. (1996); Flu-

dra and Schmelz (1995); Grevesse and Anders (1991); Peter (1998); Grevesse and Sauval 

(1998) and Grevesse and Sauval (1999). Photospheric abundances of most elements are 

relatively well determined (with uncertainties of the order of 15%), although values are 

continuously changing (see, e.g. the photospheric C, N, 0 abundances that in the recent 

study of Grevesse and Sauval, 1998, are about 20% lower than the previously quoted val-

ues). The photospheric abundances of the noble gases (as e.g. Ne and Ar) are not directly 

measured (because absorption lines of these elements are not present in the photospheric 

spectra). Their values are derived from carbonaceous meteorites, and therefore have large 

uncertainties. 

The coronal values are still very uncertain, because they depend critically on the method 

of derivation. Most relative abundances have been measured in situ by various spacecraft 

studying the solar wind, or else with EUV spectroscopic techniques (which rely on the 

accuracy of the atomic physics). In general it has been found, from direct observations, 

that low-speed solar wind (SSW) and gradual Solar Energetic Particle events (SEP) show 

a permanent large scale FIP effect (of the order of 4-5), while in the high-speed solar wind 

(HSSW), no significant FIP-bias has been measured. This has also been confirmed by 

Ulysses observations of the Mg/0 ratio (Geiss, 1995). 
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In almost all papers that derive element abundances using X-EUV spectroscopy, a large 

scatter of values is found. In some cases, for a few elements there are large deviations from 

the 'canonical' photospheric values. For example active regions show FIP effect factor from 

0 to 4-5. Table 1.2 lists the most commonly used representative sets of 'standard' coronal 

and photospheric values, as used in this thesis. 

The recent SOHO results have not solved the abundance problems, and if anything are cre-

ating more confusion on this subject. A critical review of the different EUV spectroscopic 

methods, with a re-analysis of Skylab data, is given in Chapter 2. It is found that crude 

approximations have been applied in many cases, and some important effects neglected, 

such as the presence of DEM distributions in the plasma. Schmelz (1993) is one of the 

few authors that apply a DEM method to X-ray spectra of solar flares to deduce rela-

tive element abundances, finding enhancements in the Ne/O and S/O abundance ratios, 

relative to their photospheric values. 

Table 1.2: Coronal (Feldman et aL, 1992b) and phot ospheric (Grevesse and Anders, 1991) 
element abundances. Note that these photospheric abundances have been adopted as ref-
erence values throughout this thesis. The FIP values are from Martin and Wiese (1995). 

Z Element Coronal Photospheric FtP (eV) 
1 H 12.0 12.00 13.59 
2 He 10.9 10.90 24.59 
6 C 8.59 8.60 11.26 
7 N 8.0 8.00 14.53 
8 0 8.89 8.93 13.62 
9 F - 4.56 17.42 
10 Ne 8.08 8.09 21.56 
11 Na 6.93 6.33 5.14 
12 Mg 8.15 7.58 7.65 
13 Al 7.04 6.47 5.99 
14 Si 8.1 7.55 8.15 
is p - 5.45 10.49 
16 S 7.27 7.21 10.36 
17 Cl - 5.50 12.97 
18 Ar 6.58 6.56 15.76 
19 1< - 5.12 4.34 
20 Ca 6.93 6.36 6.11 
21 Sc - 3.10 6.56 
22 Ti - 4.99 6.83 
23 V - 4.00 6.75 
24 Cr - 5.67 6.77 
25 Mn - 5.39 7.43 
26 Fe 8.1 7.67 7.90 
27 Co - 4.92 7.88 
28 Ni 6.84 6.25 7.64 
29 Cu - 4.21 7.73 
30 Zn - 4.60 9.39 

Schrnelz et aL (1996) report anomalous Ne/O abundance variations, by about a factor of 

two, both below and above the 'standard' coronal value of 0.15 for the relative abundance 

32 



of these two high-FIP elements. 

The Helium abundance is not reliably determined from X-EUV observations. In the HSSW 

and 55W the He abundance is very variable but on the average is 2-3 times lower than 

the photospheric value. 

Coronal hole abundances have only been estimated by a few authors. In general, they 

do not show significant FIP effects. Coronal hole plumes are a special case, in the sense 

that large FIP biases have been reported ( Widing and Feldman, 1992), from a single EUV 

observation close to the limb of the brightest polar plume observed by Skylab. Analysis of 

plume abundances should therefore be useful to test theoretical models that try to explain 

the FIP effect (see e.g. Peter, 1998). 

Feldman and Widing (1993) found that Ne/Mg is lower in open field regions than in 

closed field regions, but there is a large scatter in the values they obtained. Assuming 

a Ne/Mg photospheric ratio of 3.39, and a constant pressure of 1.2 x 10 15 cm 3 1C in the 

transition region, and therefore a density of 3 x io for the selected ions, they found Ne/Mg 

values in the ranges 1.5-2 and 1.8-4.6 for the coronal holes and quiet regions respectively. 

Habbal, Esser, and Arndt (1993) used intensity ratios of three spectral lines from coronal 

hole images recorded by Skylab S-055 on 1973 December 13, to derive 0, Ne and Mg 

abundances. They found the values: Ab(0) = 8.96, A&(Ne) = 8.2, and A6(Mg) = 7.65 (on 

the usual log scale where A5(H) = 12). 

Very recently, some results from SOHO observations have been published. 

Young and Mason (1997) have found large variations in Mg/Ne from CDS active region 

observations. Feldman et al. (1998) present SUMER off-limb observations which confirm 

a relative FIP effect of a factor of about 4 between a quiet sun streamer region and above 

the north coronal hole, assuming that the plasma was isothermal. However, it has to be 

pointed out that they used lines from different ions, and found that 'the Ne VIII, Na IX, 

Mg X lines, all of which belong to the Li-like isoelectronic sequence, appear to indicate a 

systematic lower effective FIP bias value than the rest of the lines'. Since they used the 0 

VI 1032 A to normalize all the other lines, and since 0 VI is also of the same isoelectronic 

sequence, their result should be treated with caution. Examples of the particular behavior 

of the Li-like ions have also been found during the course of the present work, and these are 

presented later in this thesis. Doschek et aL (1998b) has also recently presented SUMER 

off-limb observations in the quiet sun (streamer) and polar coronal hole regions but they 

analysed lines of Si VII and Ne VII as representatives of low- and high-FIP elements. 

Surprisingly, they found photospheric values for Si/Ne (i.e. no FIP effect) in the streamer 

regions, and an enhancement of Si/Ne (i.e. 'anti-FIP' effect) in a coronal hole inter-

plume region. However this last result was only a factor of 2, which is within the overall 
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uncertainty deriving from the atomic physics and the observational errors 

It would be useful to determine the individual elemental abundance values (relative to 

hydrogen), but these are difficult to measure in the corona. In principle, they can be 

determined by Solar Energetic Particle (SEP) measurements, or by spectroscopic mea-

surements, by comparison of line intensities with either hydrogen continuum emission 

(which is always contaminated by some scattered background intensity), or with the res-

onantly scattered hydrogen emission lines observed in the corona. However, the errors 

in these methods mean there is some uncertainty as to whether the observed variations 

are in fact due to a depletion of high-FIP elements or an enhancement of low-FIP ele-

ments. This is a long-standing issue in solar physics. Veck and Parkinson (1981) were 

the first to compare line intensities and hydrogen continuum emission and found that the 

low-FIP elements seem to have their photospheric values, and that high-FTP elements are 

depleted. Fludra and Sehrnelz (1995) applied a DEM analysis on the same solar flare spec-

tra examined by Schmelz (1993), combining the line information with hydrogen continuum 

data. They found high-FIP elements depleted, compared with their photospheric values, 

with a gradual FIP-effect. Direct measurements of inner-shell Fe lines have also shown 

(Phillips et al., 1994, 1995) that the coronal Fe abundance is equal to the photospheric 

one, within a factor of two, and therefore if the FIP effect exist, it is a depletion of the 

high-FTP elements. Other papers (see, e.g., Meyer, 1993; Rearnes, 1995, from SEP anal-

ysis) point in the opposite direction, i.e. they found that low-FIP elements are enhanced 

in the corona, while high-FIP elements retain typically the photospheric abundances (and 

therefore are not depleted). More recently, Raymond et al. (1997) have used SOHO/UVCS 

data to determine absolute abundances in the high coronal streamer regions, from a com-

parison of emission lines and H I scattered light. They found that high-FIP elements are 

depleted even by factors often, in the core of an equatorial streamer (but with large spatial 

variations). 

Regarding possible explanations for the observed FIP effect, it has been suggested (e.g. 

Meyer, 1993) that this depletion is occurring at the chromospheric level (T < io K) where 

the low-FIP elements are more easily ionized by electron collisions. In fact, the FIP effect 

implies an ion-neutral fractionation, and this can take place only at those temperatures, 

where the ions are only partially ionized. Then, in the presence of open magnetic field 

lines these ions can drift out into the corona to become more ionized. For closed magnetic 

structures, the ions would be trapped. Therefore, the abundances observed in the open 

field regions would reflect the production rates of the first ions at the coronal base, while 

those of the closed regions would be similar to the photospheric values. However, the recent 

SOHO data seem to introduce more questions, instead of solving the long-standing prob-

lems. For example, there have been independent indications (Raymond et al., 1997, from 
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UVCS data; Feldman et al., 1998, from SUMER observations) of gravitational settling, 

which makes ions of heavier elements behave differently from the other ones, thus casting 

doubt on the whole physical reason for the creation of the observed element abundance 

variations. 

Another process that can affect element abundance variations is ambipolar diffusion (see 

Mariska, 1992, p. 184). In the lower transition region, the electrons are more mobile, 

because of the presence of a large number of neutral atoms. This will create an electric 

field and enhance the diffusion of the ions. This process is dependent on ionic charge, not 

on FIR 

1.2.6 Coronal plumes 

Solar coronal plumes are common features and they originate in coronal holes. They 

appear as ray-like, extended (up to few solar radii) structures in white-light eclipse coro-

nagraph images of the polar regions (see, e.g., van de Hulst, 1950; Saito, 1965), and as 

shorter spikes in EUV images (e.g. Ahmad and Withbroe, 1977; Widing and Feldman, 

1992; Walker et at, 1993), at X-rays (Ahmad and Webb, 1978), and possibly also at radio 

wavelengths (Gopalswamy et al., 1992 ). It is important to study plumes because they 

are the only stable observable structures within coronal holes, where the heating and 

acceleration processes lead to the formation of the fast solar wind (FSW). 

In EUV, plumes have been known to be visible only in emission lines that form over a 

narrow range of temperatures (e.g. Widing and Feldman, 1992), with emission from ions 

that form at temperatures above a million degree almost absent. 

DeForest et at (1997) showed that plumes seen in white light and in the EUV are the same 

physical objects, tracing plume structures from the lower corona up to 15 R ® . Plumes 

have been shown to diverge super-radially, with an expansion factor r.s  10 (DeForest et al., 

1997 and references therein). They are stable structures, lasting from a few hours to more 

than one day, and tend to be recurrent, i.e. appear and disappear at the same locations 

(Larny et at, 1997). They are usually rooted in the boundaries of chromospheric cells 

(see, e.g., Wang and Sheeley, 1995b; DeForest et al., 1997), where there is a concentration 

of unipolar flux of the same sign as that of the ambient coronal hole. In many cases 

a small concentration of opposite magnetic flux is found at these sites, (Wang et al., 

1997), suggesting that magnetic reconnection plays an important role in the formation and 

evolution of plumes (Wang, 1998). On the pther hand, not all magnetic flux concentrations 

on network junctions inside coronal holes have plumes associated with them. 

Because of their morphology, it is generally assumed that plumes trace the open field lines 
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of the coronal holes. They would therefore be expected to exist in low-latitude coronal holes 

as well as in polar holes. A few such observation have been claimed (Wang and Sheeley, 

1995a; Woo, 1996). Del Zanna and Brornage (1999a) - see Chapter 5 in this thesis - report 

the first detection by SOHO of a low latitude plume visible on the disc 

These features are also particularly interesting because they present an extreme case of 

particular element abundances, as explained above. 

Prior to SOHO, it was not possible to clearly distinguish characteristics of plumes and 

ambient coronal hole (inter-plume) regions. Density and temperature measurements were 

mostly based on Skylab and coronagraph data, and were only very approximate determina-

tions. Densities were usually estimated from the plume brightness in Thomson scattered 

white light coronagraph observations, applying the van de Hulst (1950) technique. For 

example, Fisher and Guhathakurta (1995) presented densities of polar coronal holes and 

plumes extending from 1.16 to 5 R® , as a function of the radial distance. They showed that 

plumes have shallower density gradients, and need to be 3-5 times denser than their sur-

roundings, in order to explain these white light coronagraph observations. Temperatures 

were usually only estimated from intensity gradients of EUV emission lines, assuming 

hydrostatic equilibrium and ionization equilibrium, which were shown to be reasonable 

approximations ( Widing and Feldman, 1992). 

In the reminder of this Section, the main observational results are re-evaluated (in chrono-

logical order), followed by comments on the theoretical models used to interpret them. 

pre-SOHO observations. 

Saito (1965) presents white-light observations of plumes. With the assumptions that 

plumes are isothermal and in hydrostatic equilibrium a temperature of 1.2x10 6  K was 

found. 

Ahmad and Withbroe (1977) presented Skylab observations of three off-limb polar plumes 

seen with the HCO instrument. Intensity profiles across the observed plumes, at a fixed 

radial distance from the Sun, suggest that the density distribution across them can be 

represented by a gaussian profile. Also, the intensity ratios of Mg X/O VI lines show a 

marked decrease in the plumes (with constant values inside them), suggesting that plumes 

contain cooler material than their surroundings and have a constant temperature across 

their width. Radial profiles of the Mg X/O VI intensity ratio along the plumes, in the 

range 1.03-1.11 R® , show a tendency to increase from 0.3 to about 0.8. Assuming a relative 

Mg/O abundance of 0.079, these authors derived the associated isothermal temperature 

increase, with values T 1.1x106  K. A calculation was performed by the author using 
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more recent atomic data (CHIANTI), assuming that only the transitions Mg X 624.941 

and 0 VI 1031.91 contributed to the observed lines, gives a different range of temperatures 

(T = 8.3x105  ,9.3x105K), for a Mg/O abundance of 0.079. In fact, much of the uncer-

tainty in the derived temperature is in the relative abundance. The Mg/O abundance that 

Ahmad and Withbroe ( 1977) adopted is quite high, compared with 0.045 for photospheric 

(Grevesse and Anders, 1991), or 0.18 for coronal abundances (Feldman ci at, 1992b). As-

suming a photospheric abundance, for example, increases the temperatures T = 8.9x10 5  

to 1.15 x106  K. Thus, the plume temperatures deduced from Ahrnad and Withbroe ( 1977) 

were probably overestimated. The density along the plumes was estimated from the tem-

perature profiles and so, given the large uncertainties in the derivation of the temperature, 

their density estimates should be treated with caution 

Ahmad and Webb ( 1978) presented Skylab 5-054 X-ray images of polar plumes seen off-

limb. Following Ahmad and Withbroe (1977), they assume a gaussian shape for the density 

distribution. Using some assumptions (e.g. that plumes are isothermal along the line of 

sight), they deduce radial profiles of the electron pressure, between 1.04 and 1.1 R®. These 

curves are well fitted with a model that assumes hydrostatic equilibrium and an isothermal 

temperature along the plumes of 7.9x10 5  K. They then reject the model because this tem-

perature is too low compared to those derived by Sailo (1965) and Ahinad and Withbroe 

(1977). 

Walker et at (1993) analysed some plume X-ray images obtained by multi-layer optics. 

Compared to Skylab observations, these have better spatial resolution (/s  1.5"), and extend 

up to 0.6 Rs off the limb. They could only estimate plume temperatures and densities 

from the scale height of the intensity in one filter image, together with the application of a 

model which assumed that plumes have higher densities and slightly higher temperatures 

than the inter-plume regions. Hence, their deduced temperature and densities are very 

approximate. 

Widing and Feldman ( 1992) analysed the brightest polar plume observed by the Skylab 

S082-A spectroheliograph at the limb, on 1973 December 11. They measure the intensities 

at plume centre of various lines (Ne VI, VII, Mg VI-VIlI, Na VIII, Ca IX,X), at different 

heights above the limb. They derived a hydrostatic temperature for each ion, assuming 

hydrostatic equilibrium to relate temperature and density, and relating the measured 

intensities with the density. They found good agreement between this temperature and 

the temperature of maximum emission in ionization equilibrium. This agreement suggests 

that the plume could be approximated by a multi-thermal structure, with each ion emitting 

under hydrostatic and ionization equilibrium conditions. Outflow velocities in the range 

10-20 km were consistent with their data. The electron density derived from the Mg 
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VIII [436.7/430.5] ratio has a large scatter around N = 109 cm 3  and does not show 

the decline toward higher altitudes that is derived from the intensity measurements. A 

comparison of this mean value with the average density derived from the Mg VIII EM 

suggests a 0.3 filling factor for that plume. Finally, Widing and Feldman ( 1992) performed 

an average line differential emission measure (DEMt) analysis (see Chapter 2, below for 

a definition), using the line intensities as measured at two heights. This analysis was used 

to derive relative element abundances, and it represents the only one made on plumes. 

Their result is that this plume had an Ne/Mg abundance ratio 10 times smaller than the 

photospheric ratios, thus this plume showed an FIP effect of 10. Widing and Feldman 

(1992) also found that the Ca/Mg and the Na/Mg ratio do not differ by more than a 

factor of 2 from the corresponding photospheric values. 

Wang and Sheeley (1995a) have identified in the Skylab S082-A EUV images some plume-

like features inside low-latitude coronal holes undergoing either east or west limb passage. 

Like the polar plumes, these diffuse structures are prominent in the Mg IX (368 A) images 

and rarely visible in the Ne VII (465 A) images, probably because of the lower temperature 

of formation of Ne VII and the reduced Ne/Mg abundance ratio in the plumes. Also, at 

the base of the plumes, compact network enhancements (within the weak background 

emission of the coronal hole) are visible in the Ne VII, He 11(465, 304 A), and sometimes 

other coronal lines. A plume was observed during its movement inward from the limb; its 

lifetime was more than one day but less than two; the associated hot emission (Fe XV 

284 A) near the base remained strong for more than 11 hours, and began to fade after 22 

hours. Although these authors only present a few cases, it could be concluded that coronal 

plumes with similar characteristics can occur in regions of open magnetic field lines at any 

latitude, from polar regions to equatorial ones. 

Wang and Sheeley (1995b) use a theoretical model to show how the appearance of coronal 

plumes varies, depending on their orientation relative to the line of sight. In their model, 

plumes are aligned along open magnetic field lines, which are calculated using a potential 

field method. Hydrostatic equilibrium is also assumed. The simulations show that plumes 

would appear as diffuse objects when viewed projected on the disc. With the aid of 

this simulation, those authors identified various plumes at different latitudes in a coronal 

hole seen , in Mg IX (368 A) spectroheliograms from Skylab 5082-A, and also located 

underlying network features in the corresponding Ne VII (465 A) and He II (304 A) 
images. When the base of the plumes was visible (in Mg IX) against the disc, intense 

network features within their base areas were always found, but the converse did not hold: 

not every Ne VII or He II bright point had an associated Mg IX plume. An analysis 

of a lower latitude hole, observed on 1974 January 15, compared with a simultaneous 

high-resolution magnetogram, showed that the plumes occurred in the vicinity of mixed 



magnetic polarity regions, although not every magnetic bipole had a plume associated 

with it. Mixed polarity was present wherever neon and helium enhancements occurred in 

the coronal hole. 

Woo (1996) reported the detection of low-latitude plumes using Ulysses radio ranging ob-

servations. Fisher and Guhathakurta (1995) estimated densities of south and north polar 

coronal holes and rays extending from 1.16 to 5 R ® , as a function of the radial distance. 

The densities were derived by applying the van de Hulst technique to the 1993 April 11-12 

observations obtained with the white-light coronagraph aboard the Spartan 201-01 space-

craft, together with the ground-based K-coronameter on Mauna Loa, Hawaii. Coronal 

rays appeared as coherent structures at much higher altitudes (5 R) than previously 

observed. 

Theoretical models. 

Since the high-speed solar wind originates from open field regions, a full solar wind theory 

should also explain the observed properties of coronal plumes. Various solar wind-plume 

models have been proposed (see Wang, 1994, Velli et at, 1994 and Del Zanna, 1997, for 

some of the most recent ones) but they all suffer from a lack of observational constraints, 

in particular on the temperature of the plumes. 

Wang (1994) developed a model of steady and radial mass flow of a single-fluid within a 

polar plume, exemplified as a flux tube with constant section. A two-component heating 

source in the energy conservation equation was assumed. In addition to the "global" 

heating (with damping length Hm  r.sRg), required to drive the high-speed wind from 

the plume and inter-plume regions, the model showed that a large amount of energy 

must be dissipated over a scale H6 << 11e in order to produce the high plasma densities 

observed in the plumes (N ~! 10 cm 3 ). This concentrated heating gives rise to a steep 

temperature gradient with a local temperature maximum just above the plume base, while 

at greater distances the plume is cooler than the inter-plume regions. Although the mass 

flux densities are higher within the plumes, the inter-plume regions occupy most of the 

polar hole area and are therefore the main source of the high-speed polar wind. 

Velli et a?. (1994) presented a solar wind model which takes into account the possible 

origin of fast solar wind streams in coronal plumes. They model the solar wind as a 

combination of warm, dense plumes immersed in a cooler and less dense solar wind. Their 

model shows plumes expanding beyond 10 Ft® and having larger fi than the inter-plume 

regions. Del Zanna (1997) solved a self-consistent ideal 2-D MHD steady model that took 

into account pressure, inertial and gravity forces, under the assumptions of azimuthal 
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symmetry around the plume axis and constant temperature along the field lines in a 

low-beta plasma. This model reproduces basic plume features such as the super-radial 

expansion near the plume base. 

SOHO observations 

Many problems concerning coronal plumes were therefore unsolved at the time of SOHO's 

launch. For example, it was not entirely clear whether plumes were cooler or hotter than 

their surroundings, nor whether plumes are not the source of the high speed solar wind. 

The results for element abundances suggest that plumes are not the source of the high 

speed solar wind. 

SOHO spectroscopic observations have sufficient spatial and spectral resolution to allow 

a more accurate characterisation of plumes than was previously possible. Some recent 

results are summarised here. 

Wi/helm et 0/. (1998) presented SOHO SUMER off-limb (in the range 1.03- 1.6 R®) spec-

troscopic observations of plume and inter-plume regions. They estimated temperatures 

and densities using Mg IX and Si VIII line ratios. Plume temperatures are approximately 

constant around T = 780 000 K and then decrease at higher radial distances, while inter-

plume temperatures were found to increase over the same height range. Densities of both 

plume and inter-plume regions start at Ne  1x108  cm 3  and then decrease with height, 

with plumes having shallower gradients. 

Although these adopted line ratio techniques are among the most accurate for determin-

ing temperatures and densities from EUV spectra, the Wilhelm et al. (1998) results are 

severely limited by the fact that plumes and inter-plume regions were compared using data 

over a time span of six months, and at different spatial locations. 

SUMER (e.g., Hassler, 1997) and UVCS (Nod et aL, 1997, Kohl et aL, 1997) off-limb 

observations have shown that the spectral line widths in the inter-plume lanes are larger 

than in the plumes, indicating lower temperatures in plumes as a possible explanation. 

EIT images were used by DeForest et aL (1997) to estimate plume temperatures in the 

range 1 - 1.5x10 6  K, finding higher temperatures in the inter-plume lanes (but by no more 

than 30%). 

The new SOHO results therefore all suggest that plumes are slightly cooler and denser, and 

that the high-speed wind is likely to stream out of the inter-plume regions. In this thesis 

(Chapters 5 and 6) new results obtained from CDS observations are presented, confirming 

these early SOHO findings. 
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Chapter 2 

Critical discussion of spectroscopic 
diagnostic techniques and their 
application to CDS data 

CDS was designed with sufficient spectral resolution to enable EUV spectroscopic diag-

nostic techniques in determining coronal plasma parameters (density, temperature and 

abundance). In this chapter, the main diagnostic methods are described and compared, 

explaining the choice of techniques employed in this thesis. 

The adopted methods and the software that was developed are described, with details of 

the recommended techniques and line selection for use with CDS. All the comments are 

based on the experience gained during the last three years from the analysis of a large 

number of CDS spectra and from comparisons with spectral data from other instruments 

in the same wavelength range, mainly the Skylab data and high-resolution SERTS data. 

Here only a summary of the main diagnostics that were found to be more appropriate for 

use with CDS are presented. A description of CDS, and the full CDS line identification and 

comparison of observations with theoretical calculations are given in Chapter 3. Examples 

of spectra and the assessment of line blending is also given in Chapter 3. 

The main density and temperature diagnostics based on line ratio techniques are presented 

in Sections 2.1 to 2.3, while Section 2.4 describes the method developed to derive the 

differential emission measure (DEM). 

Section 2.5 focuses on a critical discussion of emission measure (and differential emission 

measure ) techniques and the evaluation of element abundances. This is based on a re-

analysis of the Skylab coronal hole spectral data. Various concepts and definitions that 

will be used in the remainder of this thesis are also explained here. Some interesting results 

of this re-analysis are presented, revealing departures from previous results which casts 

some doubt on the applicability of ionization equilibrium for ions of the Li-like sequence. 

41 



Section 2.6 contains a critical discussion (with examples and a re-analysis of Skylab data) of 

previous work on element abundances, showing how various effects can change the results, 

in particular showing the importance of the inclusion of the thermal distribution along the 

line of sight (the DEM) in the calculations for the element abundances, something that 

has been neglected in the past in most cases. A discussion of the potential of CDS spectra 

for element abundance analysis is also presented. 

2.1 Electron density diagnostics 

CDS observations can be used to estimate average electron densities along the line of sight, 

using density-sensitive ratios of lines emitted from the same ion 

Theoretical calculations for EUV lines, useful for coronal hole and quiet region density 

diagnostics, have been presented, in some cases together with comparisons with obser-

vations, by a large number of authors. Also many review papers have been written on 

the subject. A useful long bibliography of spectroscopic diagnostics in the EUV-UV, 

organised by isoelectronic sequence, is given by Keenan ( 1996). Some of the most use-

ful publications about density diagnostics in the CDS wavelength range are now briefly 

mentioned. Dwivedi and Raju (1980) present density diagnostics for Mg VIII and Si X 

lines. Mason and Monsignori Fossi (1994) present a review paper on spectroscopic diag-

nostics for solar and stellar plasma. Masai (1994) studied 0 V (and Fe XXII) density 

diagnostics for application to tokamak plasma, pointing out the diagnostic capabilities 

for these ions. Keenan et al. (1994) present 0 V diagnostics applied to solar observa-

tions. Dwivedi and Mohan (1995a) present Mg VIII calculations applied to coronal hole 

Skylab observations. Dwivedi and Mohan (1995c) present Ne V and Mg V diagnostics 

with solar applications. Foster et al. (1997) analyse various Mg VIII line ratios and com-

pare them with Skylab observations; Mason et aL (1997) apply spectroscopic diagnostics 

to CDS observations for the first time. Finally, many papers have been written on ap-

plications of the SERTS-89 observations presented by Thomas and Neupert ( 1994). For 

example, Brickhouse et al. (1995) have presented an analysis of the Fe ions, including den-

sity diagnostics, while Del Zanna et al. (1995) have previously produced a more complete 

differential emission measure analysis using many ions of different elements. Young et al. 

(1998) have recently presented a complete analysis, including recalibration, of the SERTS-

89 spectrum, with a description of the density diagnostics used. Dwivedi et aL (1998) have 

also presented a list of diagnostics to be applied to the SERTS-89 spectrum. 

A large effort was spent in checking which of the many proposed diagnostics were applicable 

to CDS, or if there were new ones not proposed by previous authors, in order to select 
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the most useful ones. A set of CHIANTI routines that calculate the level populations 

and present the ratio of lines of the same ion, calculated at constant temperature, have 

been used for this purpose. In the majority of cases, the CHIANTI calculations were 

found to be in agreement with the other calculations found in the literature. A set of 

IDL routines were written by the author to convert the observed ratio values with their 

errors to density values, performing spline interpolation between the theoretical points. 

Although a full critical description of the various density diagnostics is beyond the scope 

of this Chapter, there are some key points that are worth considering. 

1. It has to be noted that all the density diagnostics used in this thesis calculate the 

line ratios at the temperature of maximum ionization fraction, and some degree of 

approximation is therefore introduced. Figure 2.1 shows the density-sensitive Si IX 

ratio calculated at three temperatures (T = 106  K is the temperature of maximum 

ionization fraction for Si IX), showing that these temperature variations do not 

appreciably affect the ratio. 
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Figure 2.1: The density-sensitive Si IX ratio and its variation with temperature. 

2. The process of photoionization, that is not included in the CHIANTI routines, can 

have some effects on the density estimation. The radiation that comes from the solar 

photosphere can excite transitions between levels in the ground configuration of ions 
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(N< 108  cm 3 , see Young, 1998t). The effect is stronger close to the photosphere, 

and tends to die out with height because of the decrease of the photospheric radiation 

field with distance. This decrease can be accounted for by estimating a geometric 

dilution factor that is a function of height above the photosphere. Si IX should be 

affected more than other ions. 

Photoionization has not been taken into account in this thesis, partly because of the 

difficulty in estimating the height of the emitting plasma for on-disc observations, 

where all the plasma at all heights in principle contributes to the observed emission. 

The introduction of the photoionization would have the effect of lowering the electron 

densities derived from the observations (possibly by up to 30-40% for Si IX), so 

the densities derived from Si IX in this thesis should be treated as upper values, 

in cases when N< io cm 3 . A possible estimate of the real importance of the 

photoionization process for this issue can be given comparing densities obtained by 

transitions that can be affected with those that are not, in off-limb observations. It 

should be noted that no obvious effects due to photoionization were found in the 

spectra analysed, if we except a coronal hole off-limb observation (see Section 6.2). 

3. Many density diagnostics proposed in the literature involve ratios of lines emitted 

by different elements (Dwivedi and Mohan, 1995b; Dwivedi and Mohan, 1995c). In 

view of the fact that small differences in contribution functions can be very important 

indeed, and in view of the uncertainties of the elemental abundance evaluations, it 

was felt that these diagnostics should not be used. 

4. As already mentioned, the various line ratios usually produce a large scatter of values, 

and it is therefore important to confirm any density estimate with other estimates 

based on the maximum possible number of different line ratios. Also, there are some 

well known density ratios that produce results which strongly disagree with those 

derived from ions that are emitted at similar temperatures. 

5. Most of the observed diagnostic lines are very weak, which makes the data analysis 

difficult. 

6. Then last, but not least, is the fact that many proposed diagnostic ratios are affected 

by blending which varies depending on the type of source observed, and which is 

particularly strong at the moderate resolution of CDS. 

Table 2.1 presents a list of useful line ratios available with CDS, while Figure 2.2 shows 

how some of these ratios vary with density. Only the principal usable ratios are listed, 

involving pairs of lines seen by the same spectrometer and detector. In fact, the use of 

pairs seen by different spectrometers is severely limited by any time variability of the 
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Figure 2.2: Some useful density-sensitive line ratios observed by GDS. 

Table 2.1: Density sensitive line ratios observed by CDS, ordered by the temperature of 
maximum of the contribution functions shown in column 4, calculated with the ionization 
equilibrium calculations of Arnaud and Rothenflug (1985). The ranges for which the ratios 
can be used are shown in column 5. The numbers in parentheses indicate the number of 
transitions that compose the self-blends. The lines indicated with a (!) have problems in 
either their observation or in the atomic physics. The lines indicated with a (*) are the 
best selection within a wider choice. The detectors in parentheses indicate that the lines are 
also visible in second order. N means NIS, and G means GIS; the NIS and GIS channels 
are described in Chapter 3. 

U IV 00.0OOI)) ( OUO.OUI t  ) IN h 0.4' O.0 	II.0 

Mg VII 319.027 () / 367.7 (2) () N 1 5.81 7.0- 10.0 
Mg VII 280.737 / 434.700 (*) 03 5.81 7.0 - 10.0 
Mg VIII 315.038 / 317.038 N 1 5.91 7.0-8.5 
Mg VIII 315.038 / 313.754 N 1 5.91 7.0-8.5 
Mg VIII 436.7 (2) / 430.465 G 3 5.91 7.0-9.0 
Si IX 349.9 (3) / 341.949 N 1 (0 4) 6.02 7.5-9.5 
Si IX 345.100 / 341.949 N 1 (0 4) 6.02 7.5-9.5 
Si IX 349.9 (3) / 345.100 N 1 (C 4) 6.02 7.5-9.5 
Fe X 175.3 (2) (!) / 174.534 () C 1 6.04 9.0- 11.0 
Fe X 324.763 (!) / 345.722 N 1 6.04 7.0- 10.0 

Si X 356.0 (2) / 347.402 N 1 (0 4) 6.12 8.0- 10.0 
Fe XII 338.278 (!) / 364.467 (I) (*) N 1 (C 4) 6.16 7.0- 12.0 
Fe XIII 359.6 (2) (!) / 348.18 N I (0 4) 6.21 8.5- 10.5 
Fe XIII 320.8 (1) / 348.18 N 1 6.21 7.0- 10.0 
Fe XIII 203.8 (2) / 202.044 C 1 6.21 8.5- 10.5 
Fe XIV 353.83 (!) / 334.17 N I (C 4) 6.25 9.0-11.0 

45 



source and by cross-calibration uncertainties. Many of the ratios are formed between a 

density-sensitive line and a relatively insensitive one, choosing the brightest and the least 

affected by blends, which is close in wavelength to the other line (to reduce calibration 

errors, discussed further in Chapter 3). 

The ranges for which the ratios can be used are also shown in Table 2.1, but this does not 

mean that all the ratios are usable in all cases. Ions like Fe XIII that emit above a million 

degrees, for example, are simply not seen in coronal holes or in very quiet regions of the 

Sun. Most of the ratios can be reliable or not depending on the source region observed, 

because of blending with different lines, either emitted at lower or higher temperatures. 

The lines indicated with a (!) have problems in either their observation or in the atomic 

physics. This is based on experience gained in analysing different source regions (e.g. on-

disc, off-limb, coronal holes, quiet sun, active regions) with the different detectors, and on 

the best possible line identification, with DEM analysis of the various regions. Chapter 3 

describes some example spectra in detail. Note that most of the reliable density-sensitive 

ratios are in NIS 1, although in many cases they can be seen in second order in CIS 4. 

Comments on the lines in Table 2.1 

oIV 

The 0 IV 625.9 A line is very weak and in the wing of the Mg X 624.9 A line, but 

is more visible when the Mg X intensity is reduced, as in coronal holes. This line is 

density-sensitive and has previously been used in the study of transition region brighten-

ings (Young and Mason, 1997). This line could be partly blended with the second order 

Fe XIII 312.872 A, but due to the low NIS sensitivity in second order (see Chapter 3), this 

is only likely to be a problem in active region spectra. The other 0 IV lines seen in MS 

2 are all strong lines (seen at 553.329, 554.513, 555.263 A), usually with good agreement 

between them. 0 IV 608.4 A was selected because it is closest to the 625.9 line. Note that 

an error in the CHIANTI database concerning this, and the line at 609.829 A, has been 

discovered and corrected in version 2. 

Mg VII 

CDS observes many Mg VII lines, of which only two are strongly density-sensitive, at 

319.027 and 280.737 A. The ratio of the 319.027 A line to any of the three other lines 

observed in MS 1, one at 363.772 A, one at 365.2 A(self-blend of 365.176 + 365.234 + 

365.243 A), and one at 367.7 A(self-blend of 367.674 + 367.683 A) would be a good density 

diagnostic, but should be used with caution, for many reasons. First, the 319.027 A is weak 

(except in plumes or similar low-temperature objects) and can be blended with Ni XV 
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319.063 A line, if high-temperature plasma is present along the line of sight . Secondly, the 

other three lines are very close to other lines, and their measurement is difficult, including 

the 367.7 A line, which is the brightest of the three and close to the brightest line of all 

in the NIS 1 detector, the Mg IX 368 A line. Thirdly, the 319.027 A line is quite distant 

in wavelength from the other lines, and a correct intensity calibration is crucial. The 

280.737 A line is observed in GIS 3. The ratio of this line with any of the relatively bright 

lines observed in the same detector at 434.7 (434.72 + 434.917), 429.14, 431.2 (431.188 + 

431.313) A is also a good density diagnostic. 

Mg VIII 

Mg VIII lines are observed in various CDS detectors. The two ratios of the lines visible in 

NIS 1 are only weakly density-sensitive. The 436.7 (436.735+436.672) A/ 430.465 A ratio 

is one of the best diagnostic ratios that are present in the GIS. 

Si IX 

CDS observes many Si IX lines, but only those visible in NIS 1 are usable, because those 

seen in GIS 2 are affected by ghosts (see Chapter 3). The lines visible in NIS 1 are seen at 

341.949, 345.1, and 349.9 A. The last is a complex self-blend of three transitions. These 

lines are free of blends and close in wavelength. 

Fe X 

The Fe X 175.3 A line is not strong and lies close to the bright Fe X 174.534 A so its 

intensity is not well determined. Its ratio to any of the lines at 174.534, 177.242, 184.543 

A is a good density diagnostic. The Fe X 324.763 A line is weak and this is the first time 

it is identified, to the author's knowledge. 

Si X 

CDS observes many Si X lines, but only the two visible in NIS 1 can be used. They are 

free from blends and were found to give densities in close agreement with those derived 

from Si IX. The line at 356.0 A (a self-blend of two transitions) lies close to other lines, 

so its intensity must be carefully measured. 

Fe XII 

Most of the Fe XII lines are observed in NIS 1 and GIS 1. Among them, CHIANTI 

predicts only a few density-sensitive lines, while all the others have emissivities that vary 

only slightly with density. Of the three brightest density-sensitive lines, one is seen in GIS 

1 at 186.8 A(a blend of the 186.851 and 186.884 A lines), while the other two fall in the 

NIS 1 wavelength range, at 335.339 and 338.278 A. Unfortunately, the first line at 186.8 
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A in normal quiet sun conditions is blended with an Fe VIII 186.6 A line (Arcetri spectral 

code), and is therefore not generally usable. In some cases, such as in plumes, where the 

thermal plasma distribution is biased toward lower temperatures, the Fe VIII 186.6 A line 

even becomes dominant. 

Only in active region spectra can the contribution from the Fe VIII line be neglected. The 

derived density is found to be significantly higher than that derived from other ions, as 

was recently confirmed with high-resolution SERTS observations (Brosius et at., 1998). In 

their work, the Fe XII ratios 186.8/195.1 and 196.6/193.5 both give much higher densities 

(log N = 10.0 + 0.2) compared to the densities derived from Fe X, Fe XI, Fe XIII, Fe XIV 

(log N. 9.4 + 0.2). 

Now, considering the lines observed in NIS 1, the 335.339 A line predicted by CHIANTI 

has never been identified, since the much stronger Mg VIII 335.253 A and Fe XVI 335.41 

A lines are too close in wavelength, even for the highest resolution spectrometers. CHI-

ANTI adopts for Fe XII the energy levels of Jupen et at. (1993), who present new Fe 

line identifications based on a detailed comparison of solar, beam-foil, tokamak and laser-

produced high-resolution spectra. They reject the identification of the 335.06 A line, given 

by Thomas and Neupert (1994) (and also found in all the previous literature), and predict 

an Fe XII line at 335.33 A. The contribution of this Fe XII line to the observed blend 

was always assumed to be negligible, probably because most of the EUV spectra analysed 

were of active regions or obtained during relatively high solar activity, when the Fe XVI 

335.41 (the strongest line of the doublet) becomes one of the brightest lines in the whole 

spectral region. However, our CDS observations indicate that this line does exist and gives 

a non-negligible contribution (as shown in Chapter 3). 

In any case, we are left only with the bright Fe XII 338.278 A line for a density diagnostic. 

The ratio of the bright Fe XII 338.278 A with any other Fe XII line observed in NIS 1 

would be excellent, as shown in Figure 2.2, since it spans a large density range. The 

lines that can be used in conjunction with the 338.278 A line are at 346.852, 352.106 and 

364.467 A. The brightest Fe XII 364.467 A is partly blended with the Si XI 364.497 A 
line, which is only seen in active region spectra, not in coronal holes or the quiet sun. It 

is possible to estimate the Si XI contribution to the observed line, from the intensities of 

the other Si Xl lines seen in the spectra. The Fe XII 352.106 A is partly blended with an 

Al VII 352.149 A line, while the 346.852 A line should be free of blends. 

However, the ratio of the 338.278 A line to any of these three lines also gives very high 

densities at odds with those derived from other ratios. This is not a new result, as it has 

been observed in many other cases in SERTS spectra (Brosius et at., 1996; Young et at., 

1998), but has been explained by the presence of an unidentified line blend. Now, the 



high spectral resolution of the SERTS spectra (compared to CDS) and also the fact that 

all the other observed density-sensitive Fe XII lines produce high densities, favours the 

alternative hypothesis that there is something wrong in the Fe XII theoretical calculations. 

This point has relevance in the discussion of the NIS 1 calibration and the discussion on 

the identification of the 335.339 A line given in Chapter 3. 

In conclusion, the Fe XII 338.278 A line can be used for density diagnostics in conjunction 

with any other Fe XII line seen in the same detector, but bearing in mind that it is giving 

overestimated densities. 

Fe XIII 

The Fe XIII 359.7 A(359.642 + 359.842 A) line is close to the Ne V 359.382 A line, and 

therefore can be reliably used only in off-limb or active region observations. The same 

applies to Fe XIII 320.809, which is blended with 0 III 320.976 A and Mg IV 320.994 A. 

Fe XIV 

Fe XIV has always been a problem in EUV spectroscopy. Although tens of bright Fe 

XIV lines are present in EUV spectra, especially in active regions, disagreement between 

observations and theory has been reported by numerous authors. Only very recently, new 

calculations (Storey et al., 1999) have shed some light on the Fe XIV problem. 

One density diagnostic ratio is reported, but should be used with caution, since the Fe 

XIV 353.83 A becomes blended with an Ar XVI 353.920 A line in active region spectra. 

Some other density-sensitive ratios with problems 

Now, follow some comments on a few of the many density-sensitive lines that are visible 

in the CDS wavelength range but which present a series of problems. 

Ne V 416.194 / 481.3 (or Ne V 416.843 / 481.3) is not easily usable, because the 481.3 A 

line is difficult to fit, being almost at the edge of GIS 3, and because it is a blend with a 

second order Fe XIII line. 

CDS observes various 0 V 2s 2p 3 P - 2p2 3 P transitions around 760 A (760.444, 758.675, 

762.002, 759.439, 760.225, 761.126 A from the brightest to the weakest) seen in GIS 4, and 

the strong 629.73 A line in NIS 2. The ratio of any of the lines seen in GIS 4 with the 629.73 

A line is a good density diagnostic in the range N. = 10 10  - 10 12 ,  but unfortunately the 

fact that these lines are observed by the two different spectrometers prevents their use. In 

fact, the 0 V lines exhibit repeated brightenings, so these lines can be used for diagnostics 

only if observed simultaneously, which is not possible with CDS. The 761.126 A line is 
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also a good density-diagnostic in conjunction with any of the other lines of the multiplet, 

but is very weak and, with the CIS resolution, in the wing of the bright 760.444 A line. 

Only SUMER is able to clearly separate these lines, allowing this ratio to be used to derive 

densities (Doschek et aL, 1998a). 

The Mg IX 443.973, 448.293, 439.176, 441.199, 443.403 A lines (ordered from the brightest 

to the weakest) are density-sensitive at densities lower than 109 and their ratio with any of 

the lines (368.070, 706.060, and 749.551 A) could be used as a diagnostic. Unfortunately, 

aside from calibration problems, these lines are weak and partly blended with first and 

second order lines, which limits their use. 

The Fe XI 308.548 A line is density-sensitive and could be used in conjunction with e.g. 

the 369.153 A line, but it is a weak line, at the edge of NIS 1, probably blended, and in 

the case of GIS 2, probably affected by ghosting problems (see Chapter 3). 

Concluding comments 

Although the CDS instrument potentially has many density-diagnostic capabilities, un-

fortunately for various reasons only some of these can be reliably used. Most of them 

are observed in the NIS 1 channel, which has a low sensitivity and suffers from scattered 

light (see Chapter 3 for details). The lines observed by the CIS have large uncertainties 

because of various anomalies and detector effects (see Chapter 3 for details). 

Many of the usable density-sensitive lines are emitted at high temperatures, and are hardly 

visible in coronal holes. Here, sufficient signal-to-noise can only be achieved at the expense 

of spatial and/or temporal resolution. The Si IX [349.9 A/ 341.9 A] ratio is the best 

density diagnostic for typical coronal hole densities. This ratio varies by a factor of 2 

over a variation in density of a factor of 6, (at N 2 . 108  cm 3 ). These lines have the 

added advantage that they are close in wavelength and any error due to the instrumental 

calibration is minimized. Other line ratios mostly used in this thesis for coronal densities 

are Si IX [349.9 A 345.1 A] and Si X [356. A,' 347.4 A] . Transition region densities have 

been estimated principally using the Mg VII [319.0 A/ 367.7 A] and the 0 IV [625.9 A/ 

608.4 A] ratios. 

2.2 The L-function method of determining electron density 

This diagnostic method allows an evaluation of density and of possible errors in the relative 

intensity calibration of lines seen at different wavelengths at the same time, comparing 
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lines emitted by the same ion. This method is described by Landi et al. (1997a). Briefly, 

a reasonable assumption is that the contribution function can be written in the form: 

G1(T,N 6 ) = f1i (T,N 6)g(T) (2.1) 

where g(T) is the temperature dependence that mainly comes from the ionization equi-

librium and for each ion is the same for all the lines. If an effective temperature T6jj is 

defined: 

- fg(T) DEM(T) logT dl' 
LogT611 - fg(T) DEM(T) dl' 

the function L1(N 6 ) ( hereafter L-function) can be defined as the ratio between the ob-

served line intensity tob  and G1(T611, N6 ), calculated as a function of N 6  at the tempera-

ture T6j1: 

L1(N6) = 	'oh 

G1(T611, N6 ) 
(2.3) 

The diagnostic method relies on the observation that if all the L-functions of the same 

ion, calculated with the line fluxes derived from a well-calibrated spectrum, are displayed 

in the same diagram versus the electron density, all the curves should meet in a common 

point (N, L(N)). Moreover, the L-functions of density-independent lines should be 

superimposed. An example of this behaviour is shown in Figure 2.3. It is important to 

note also that unsplit multiplets of the same ion share this common behavior. The first 

step is to calculate a DEM. The second step is to compute the effective temperature T8jj, 

which depends on the DEM distribution, for each line of each of the ions. The third step 

is to display the L-functions at that effective temperature versus electron density in order 

to verify line overlapping (for density independent lines) or proper crossing (for density 

dependent ones). 

When this procedure is applied to a set of density-sensitive observed lines, the electron 

density of the emitting plasma may be found. It is possible that some L-functions do 

not cross the meeting point. In this case, one possible cause is an intensity calibration 

problem. Thus, it is possible to define an intensity correction factor for all the lines whose 

[-functions do not intersect at the common crossing point. Lines of the same ion which 

are observed in more than one spectral window can therefore be used for inter-calibration 

purposes. This method is particularly useful because it is not strongly dependent on the 

DEAF! distribution, and at the same time allows an evaluation of the electron density and 

the relative calibration to be made, using any number of lines, thereby reducing possible 

errors compared with using only line ratios. 

(2.2) 
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Figure 2.3: Fe XII lines observed in CDS NIS 1 spectral range. The nearly coincident 

curves are from lines observed at 346.8 A, 352.1 A and 364.4 A while the crossing tran-

sition is observed at 338.2 A. In each case the dashed lines correspond to the error bars. 
Courtesy of E. Landi. 

2.3 The electron temperature evaluation. The isothermal 
case 

Estimates of coronal temperatures (averages over the line of sight) can be obtained from 

ratios of lines emitted by ions of the same element and close ionization stage, assuming 

that the plasma is isothermal. As already mentioned in Chapter 1, many works have used 

lines emitted by different elements, because of the paucity of the observed spectral lines, 

introducing extra uncertainties due to abundance estimation. As for the density case, 

many works have been published on the subject of electron temperature evaluation. A 

review of some methods is given in Mason and Monsignori Fossi (1994), while the above 

cited work of Keenan (1996) gives a useful bibliographical list: 

Once the isothermal assumption is made, it is straightforward to deduce from a line ratio 

a temperature 7',, since the intensity ratio 11112 is directly equal to the ratio of the 

contribution functions: 

- C1(T.,N) 

12 - C2(T,,N) 
(2.4) 

Any ratios of lines of ions of close ionization stage can be used for this purpose, as long as 

the lines are not density-sensitive, otherwise the derived temperature T. becomes density-

dependent. A set of IDL routines has been written by the author to calculate the contri-

bution functions, take into account possible blends, and calculate the ratio of C(T)s and 

the temperature from input intensities. Figure 2.4 shows as an example the contribution 

functions of a Mg VII and a Mg IX line, and how their ratio varies with temperature. 
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Figure 2.4: Contribution functions of two Mg VII (a self-blend of two transitions) and Mg 
IX lines with their ratio, calculated with Arnaud and Raymond (1992). 
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Different line ratios are expected to give different temperatures, if the plasma distribution 

is not isothermal. If the plasma distribution along the line of sight is multithermal, as can 

be expected especially in the case of on-disc observations, isothermal temperatures are 

only a crude approximation and a more complete description of the distribution of plasma 

at different temperatures can only be given by the DEM distribution. 

Given the fact that CDS observes many emission lines of the same element for different 

ionization stages, it is possible to choose many useful ratios as temperature diagnostics, 

using bright lines that are not (or only slightly) density-sensitive. Examples will be given 

throughout this thesis. Since the emission in high-temperature lines inside coronal holes is 

very low, the best lines to use are those that are formed at temperatures around a million 

degrees or lower, for example, [Mg X 624.9 A,' Mg IX 368.0 A] and [Mg IX 368.0 A,i Mg 

VII 367.7 A] 

Aside from the cited possible errors due to density and element abundance uncertainties, 

which can easily be avoided by careful choice of lines, there is one substantial source of 

error that surprisingly has always been neglected in the EUV literature, except in a few 

cases. This is the validity of the adopted ionization equilibrium. In fact, the use of different 

ionization equilibrium calculations produces significantly different results. An example is 

shown in Figure 2.5. 

A more direct way to deduce electron temperatures is to use the ratio of two lines of 

the same ion. There are only very few cases in which there is a temperature dependence 

between two lines emitted in the same EUV spectral region. In fact, usually the lines fall 

at very different wavelengths, as explained in Chapter 1, and are observed by different 

instruments, increasing the uncertainty in the derived values. An investigation of the lines 

observed by CDS has shown that Mg IX and Si XI are probably the only ions suitable for 

this purpose. Some useful Mg IX and Si XI ratios are shown in Figure 2.6. 

The ratio of the Si XI 580.9 A to either the Si XI 303.3 A (seen in second order in NIS 2) 

or the Si Xl 604.15 A is temperature-sensitive. The difficulties in using these lines are the 

following: the 580.9 A line is partly blended in on-disc observations with 0 II; the 303.3 

A line on-disc is in the wings of the strong He II 303.8 A line seen in second order; the 

use of the 303.3 A line requires an accurate second order calibration; the 604.15 A line 

is weak. Furthermore, the Si XI emission is in practice absent in coronal holes, and very 

weak in quiet sun conditions. 

The Mg IX 368.070, 706.060, and 749.551 A lines are basically density-insensitive but have 

a different temperature dependence. Therefore, any combination of any two of these three 

lines is a good temperature diagnostic. The 706.060, and 749.551 A lines are seen in GIS 4, 
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Figure 2.6: Some useful Mg IX and Si XI temperature ratios, calculated with 
Arnaud and Rothenfiug (1985). 

and have been already used as a temperature diagnostic in coronal holes ( Wilhelm et al., 

1998). GIS 4 also observes a weak line at 694.005 A that is strongly density-dependent 

above 108 cm 3  and also temperature-dependent, but is blended with the much stronger 

Si IX 345.1 A seen in second order. Unfortunately, the 749.551 A line is very weak, and 

the 706.06 A line is very close to other lines, making the intensity of the line difficult to 

measure. The 368.07 A line is seen in NIS 1 in first order and in GIS 4 in second order, 

and has the best counting statistics of the three Mg IX lines. The use of the 368.07 A line 

is therefore strongly dependent on the inter-calibration between NIS 1 and GIS 4, and the 

second order calibration of GIS 4. 

Details on the calibration and the possible use of the Si XI and Mg IX lines will be given 

in Chapter 3. 
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2.4 The electron temperature evaluation. The DEM method 

The CDS instrument for the first time offers the opportunity of observing a large number 

of emission lines emitted over a large temperature range, thus enabling a more complete 

DEM analysis to be performed than ever before. An example of the span of temperatures 

covered simultaneously by a wide range of ions observed by CDS is shown in Figure 2.7. 

Skylab's S082A instrument was capable of observing a large range of ions but was limited 

by the overlapping in wavelength, while other instruments like the SERTS rockets had 

limited spatial information (typically only one slit position). This is why a large effort 

was put into developing methods of DEM analysis for this thesis. 

The DEM analysis has also been used in this thesis to deduce relative element abundances. 

For each element, it is possible to deduce a DEM in the temperature interval for which 

there are observed emission lines, assuming that the element abundance does not vary 

along the line of sight. Since the lines observed by CDS are produced by a large number 

of ions (see e.g. Table 4.2) that cover a large temperature range, it is possible to deduce 

a DEM curve for each element, and to determine element relative abundances, aligning 

the DEM curves of the different elements. More details on how the DEM method can 

be applied will be given in Section 2.5.3 with a practical example, in Section 2.6, and in 

the following Chapters. 
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Figure 2.7: The contribution functions for various ionization stages of Mg: Mg V (353.09 
A), Mg VI (349.1 A- multiplet), Mg VII (363.77 A), Mg VIII (315.04 A), Mg IX (368.07 
A), Mg X (624.94 A) calculated at constant pressure and with the Arnaud and Rothenflug 
(1985) ionization equilibrium. 
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There are various methods of obtaining the differential emission measure. The inversion 

problem itself is not simple and requires some assumptions about the nature of the solution. 

A series of workshops was sponsored in 1990/91 to study differential emission measure 

techniques (Harrison and Thompson, 1992). It was found that most codes eventually gave 

consistent results, but that the DEM derived depends rather critically on the methods 

used to constrain the solution and the errors in the observed intensities and atomic data. 

It is advisable to select a number of well resolved, unblended lines which are not density 

sensitive, emitted by various elements over a wide temperature interval. Appropriate 

values of the pressure (or density) and the elemental abundances must be chosen according 

to the region of the Sun being observed. The pressure value can be obtained once the values 

of the temperature and the density are estimated. 

The inversion technique developed to calculate the DEM 

The moderate CDS spectral resolution does not allow all the lines to be resolved. There-

fore, a method to take into account all the theoretical lines that might contribute to each 

observed line had to be developed. If the elemental abundances are assumed constant over 

the emission volume, for every observed line in a wavelength bin zA, the flux observed 

can be written 

ob = 	 DEM(T) dT 
	

(2.5) 

Where GAA(T) is the sum of the contribution functions of all the theoretical lines GAA(T) = 

EA ,j  G(T, A1, N) within iSA. 

Once the line fluxes 'A  are measured and the contribution functions GAA(T) are calcu-

lated, there are various methods to deduce the differential emission measure. 

A set of IDL routines was written in order to evaluate the DEM distributions, using 

the CHIANTI database. Because of the large number of emission lines observed by the 

spectroscopic instruments on board SOHO, in particular CDS, there was a need for a 

semi-automatic set of programs that could allow a quick analysis of the data. A complete 

set of routines was written, documented and then released for public use into the CDS 

software. The main routine is called CHIANTIJJEM (see the CDS software note No. 50, 

Del Zanna et aL, 1997 for a description). 

A far more complex set of IDL routines was also written for use in this thesis, and is 

briefly outlined below. The main differences between this and the routines released for 

public use are more flexibility and interactive control over the various parameters of the 



fit, and also in the way the fitting is performed. These IDL routines were also used for the 

intensity calibration work described in Chapter 3, and accepted as input line intensities in 

photon-events, rather than physical units (ergs cm 2r1 sr'). The main input to these 

routines is a file that lists, for each observed line: - 

. the observed wavelength A 05 [A]. 

. The observed flux Job  and the corresponding error c0b. 

• The value of AA [A], corresponding to the spectral resolution of the instrument at 

that wavelength. 

. The identification of the line. 

• A flag to indicate if the line is to be used in the fit or not and another one to indicate 

if the line is a first order line (free from second order contributions) or a second order 

line (free from first order contributions). 

Having read the observed intensities, the routines proceed as follows. First, in the case 

of GIS lines, a reconstruction of the lines that were ghosting is performed (see Chapter 

3). Then, the appropriate intensity calibration is applied, converting the intensities to 

ergs cm 2 8- 1 sC 1 , for the first order lines and the second order ones, separately. After this, 

the CHIANTI database is searched for all the theoretical lines that may have contributed 

to the observed lines, i.e. that have a theoretical wavelength A5 in a A 0b + SA interval. 

For each line the contribution function C(T, Au, N0 ) is calculated using one ionization 

equilibrium calculation, either at constant pressure or at constant electron density. This 

is done in various ways, either directly reading the database or reading files of C(T, Au,  N0 ) 

already prepared, in order to save computing time. The C(T, A ij, N0 ) values are calculated 

for the temperature interval log(T)= 4.0 - 8.0 in steps of log(T) = 0.1. If a constant 

pressure is selected, C = C(T, Aij, PIT), i.e. for each line the contribution function at the 

temperature Ti is calculated at an electron density N0  equal to the ratio of the pressure 

and the temperature Ti. The C(T, A1, N 0 ) values corresponding to the observed lines 

are then stored in an output file, that is used for subsequent DEM evaluations. This 

method was chosen, because it allowed a fast re-calculation of the DEM changing various 

parameters (e.g. the element abundances or the lines used in the fit) without having to 

start again and read the CHIANTI database, which can take a long time (of the order of 

20 minutes for a typical set of observations). Also, in some cases some transitions can be 

missed by this automatic procedure, for example if the wavelength calibration was not very 

accurate, and have to be subsequently added manually. On the other hand, sometimes 

some contributions have to be removed. 
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Once the C(T, .Ajj, N6 ) are calculated, an abundance file is read, containing the values 

of the elemental abundances, relative to hydrogen. It is possible to change these values. 

Then the G(T, Ajj, N€)) are calculated, multiplying each theoretical line by the abundance 

factor. It is then possible to check which theoretical lines are contributing to each blend. 

This is an important step, since in many cases, depending on the density and chemical 

composition of the plasma along the line of sight , different theoretical lines contribute 

most to the observed line (see e.g. Figure 2.8 for an example). The same check is performed 

later during the fit, because in many cases the temperature distribution is the major effect. 

CHIANTI SPECTRAL CODE 

5.0 	 5.5 	 6.0 	 6.5 	 7.0 
log T ( 1<  ] 

Figure 2.8: The contribution functions of lines contributing to the observed emission line 
at 180.4 A. 

The total contribution function for each observed line is then calculated summing all the 

theoretical contributions with the abundance factors: G1 (T) = A6 (X) .C(T, .X1, N 6 ). 

The inversion of the system of eqns.( 2.5) can then start. The numerical inversion pro-

cedure used to evaluate the DEM function is an application of the 'maximum entropy 

method', as described in Monsignori Fossi and Landini ( 1991). The DEM function is as-

sumed to be a cubic spline with a limited number of selected reference ('mesh') points. The 

smoothness of DEM distribution depends on the number of selected mesh points, which 

are chosen at those temperatures where there are constraints from observations. This 

procedure has the advantage to give only positive DEM values and proved to be quickly 

converging. The fitting program has been modified in order to allow the search for the best 

solution for each single mesh point, with the possibility of adjusting interactively the num-

ber and position of the mesh points. The solution (i.e. the DEAl distribution) strongly 
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depends on the correct intensity calibration, the lines used and the adopted element abun-

dances. Since the contribution functions are for each case calculated at the appropriate 

pressure (or density), also most of the lines that have a slight density-dependence are 

usually well fitted. Once an appropriate DEM is found, it is then possible to calculate 

the CDS synthetic spectra, including all the second order contributions, in order to check 

if, overall, the spectra are well represented or not. This process is usually repeated a 

few times, adjusting the mesh points and the element abundances to produce the best 

agreement between observed and calculated intensities 

Regarding possible errors in the estimation of the DEM values, it has been shown by Dere 

(1978b) that if the DEM is approximated with a non-negative smooth function, then the 

solutions have errors that are not significantly greater than the errors in the spectral data, 

in the temperature ranges where there are observational constraints. In the regions with 

limited observational constraints, the DEM values can have large errors, as shown by 

Jakirniec et aL (1984). 

2.5 A comparison of various emission measure methods, us-
ing Skylab coronal hole data 

There are many emission measure methods and definitions to be found in the literature, 

which can create confusion. For example, in some cases, column emission measures instead 

of volume emission measures are used. In this Section, the main methods that can be found 

in the literature are explained, bearing in mind that in each paper the practical definitions 

are usually different. This is accomplished by applying the DEM analysis described above 

to a set of data and making a comparison with other methods, to clarify the differences, 

which in some cases are subtle. At the same time the practical description of how the 

DEM is applied and of how the results are presented will be given, with various definitions 

that then will be used in the remainder of this thesis. This is particularly important, since 

the DEM inversion method will be applied to the CDS data both for calibration and for 

plasma diagnostic purposes in the following chapters. 

In order to present a comparison that is independent of atomic data and instrument 

calibration, the method is applied to the published Skylab data of Vernazza and Reeves 

(1978), using the same atomic data (CHIANTI v.2) that are used in the analysis of CDS 

data. As already mentioned, the Vernazza and Reeves (1978) data were among the best 

sources of EUV spectra before SOHO, and have been accurately calibrated in intensity 

and used by a large number of authors. Only rocket flights such as SERTS have similar 

accuracy in calibration with a much better resolution, compared to that (= 1.6 A) of the 
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HCO instrument on-board Skylab. The SERTS data are not used here for the comparison 

because of the more restricted temperature coverage of the observed lines. 

Vernazza and Reeves (1978) produced line intensities for different solar regions. The 

averaged values for the coronal hole cell centres have been selected for the comparison, so 

the results can also be useful for various reasons. First, it is interesting to compare the 

coronal hole DEM derived using the latest atomic data, with previous results. Then, it 

will be possible to compare this result with that derived from SOHO/CDS data, using the 

same atomic data, and to point out similarities and differences in where the model fails 

to reproduce the observations. 

The averaged intensities of most of the published lines have been used, in some cases 

correcting the observed wavelength in order for the automatic routine to find the correct 

theoretical lines. This has been necessary since the HCO wavelength calibration was poor 

(= 1-2 A), of the order of the resolution. A AA = 1.1 0.7 x FWHM(A), was chosen to 

ensure that all the significant theoretical contributions would be included. A 10% error 

on all the observed intensities has been adopted. While this error is reasonable for most 

of the bright lines, it might be low for the other ones, in particular for those at the shorter 

wavelengths, where the intensity calibration becomes more uncertain. The contribution 

functions have been calculated at constant pressure P = 2 x 10 14cm 3  K with the ioniza-

tion equilibrium calculations of Arnaud and Rothenflug ( 1985). The inversion technique 

described above was applied to these data in order to derive the DEM. As a starting 

point, photospheric abundances of Grevesse and Anders (1991) were used, but some ele-

ment abundances were then slightly changed, as described below. These abundances are 

referred to as the adopted abundances for this work, and are the photospheric except for 

Ne, Ca and Na, for which the values were increased from the photospheric ones by 0.2, 

0.2, 0.4 (in logarithmic scale), respectively. 

Only some selected observed lines emitted by different ions are shown here, for clarity, 

bearing in mind that many other lines (most of which are in agreement with the selected 

ones) were included. Figure 2.9 shows the composite contribution functions C(T) for these 

lines (see Table 2.2 for the identifications), showing the large temperature coverage, which 

is only limited at high temperatures, where no reliable lines were observed. It also shows 

that some of the G(T) are not sharply peaked, because of the ionization equilibrium, as is 

the case for some ions like Si Ill and 0 VI, or because of blending, as in the case of Mg IX. 

In many cases the C(T) are even double-peaked, with peaks at low and high temperatures 

as is the case of the Ca X - C III blend observed at 574.2 A. In such complex cases, which 

are quite common, it is not easy to find the contribution of each line to the blend, because 

it strongly depends on the DEM values around the temperature of the maximum of the 
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C(T) of each contributing line (log T max  = 5.8 for Ca X and log Tmax = 5.0 for C III), 

and on the relative element abundance, so only a proper DEM and abundance analysis 

can give the correct answer. Figure 2.9 also shows that in some cases, such as the pairs 0 

III, Ne III and 0 IV, Ne IV the contribution functions have almost the same temperature 

dependence, and therefore are suitable for element abundance analysis, as described in 

Section 2.5.3. 

Recalling that the theoretical intensity of a line can be written (see Chapter 1), assuming 

constant abundances along the line of sight as 

'th = Ao(z) 

/ 
c(T, N) NNH dh = Ao(z) 

/ 
c( T, N) DEM(T) dT 	(2.6) 

the solution to the inversion problem is to use the observed intensities Lb  and derive at 

the same time the element abundances A6(Z) and the differential emission measure DEM. 

2.5.1 Some historical approaches. The EML, EMT, DEML approxima-

tions 

In the past, various approaches have been used to obtain estimates of emission measure 

distribution and element abundances A&(Z). 

The emission measure loci approach 

One direct approach is to plot the ratio Iob/G(T) for each line as a function of temperature 

and consider the loci of these curves to constrain the shape of the emission measure 

distribution. In fact, for each line and temperature Ti the value 10b/G(TI) represents 

an upper limit to the value of the line emission measure EMt (Equation 2.8, below) at 

that temperature, assuming that all the observed emission 'ob  is produced by plasma at 

temperature Ti. An example of such an approach applied to solar EUV spectra can be 

found in Judge et at (1995). 

The Iob/G(T) curves for the selected lines of the coronal hole spectrum are displayed in 

Figure 2.10. An examination of the Figure shows already the main expected characteristics 

of an emission measure from on-disc observations, i.e. a minimum at lower transition region 

temperatures, and a maximum around a million degrees. 

Note that with the adopted abundances the 0 111/Ne III and 0 IV/Ne IV curves overlap 

almost exactly, which confirms that the relative adopted 0/Ne abundance is correct. 
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The Pottasch approach 

Following Pottasch (1963), many authors (e.g. Dupree, 1972) have approximated the above 

expression (Equation 2.6) by removing an averaged value of C(T) from the integral: 

'th = Ab(Z) <C(T)> 

/ 

NNHdh 	 (2.7) 

A suitably defined volume line emission measure EML can therefore be defined, for each 

observed line of intensity lob: 

ELVIL 
= 	'ob 	[cm5] 
- A6(Z) <C(T)> 

(2.8) 

Now, the crude approximation applied by Pottasch (1963) was to take C(T) = 0 when 

G(T) is less than one-third of its maximum value, and equal to a constant value otherwise. 

For T1 ,1'2  such that G(T1 ) = C(T2 ) = C(Tmax), define: 

C 	= p(T) 
{co 	

Ti ~ T < T2 	 (2.9) 
0 	T<T, T>T2 

and requiring that 

cC(T) >= fC(T)dT (2.10) 
IT2 - Til 

gives < C(T) >= 0.7 C(Tm ax ). Since each spectral line is emitted from a volume V, over a 

temperature range 7'2 - = AT around the temperature Tmax  corresponding to the peak 

value of its contribution function, C(Tma4, Pottasch (1963) and following 'authors have 

produced figures of the line emission measures, multiplied by the corresponding abundance 

value: 

Ab(Z) EML 
= 0.7 C(Tmax ) 
	 (2.11) 

plotted at the temperature T max . The relative abundances of the elements are derived 

in order to have all the line emission measures of the various ions lie along a common 

smooth curve. This is of course possible only for the observed elements and once one 

element abundance is fixed. 

The line emission measures EML calculated with this approximation, using the adopted 

abundances for the selected lines of the coronal hole spectrum are displayed as squares in 

Figure 2.10. 
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The Jordan and Wilson approximation 

Jordan and Wilson (1971) adopted the Pottasch (1963) approach but proposed a differ-

ent approximation, assuming that G(T) has a constant value over a narrow temperature 

interval LslogT = 0.3 around C(Tmax ): 

C 	= j(T) 
{ c

o 	Ilog T — logT max l < 0.15 	
(2.12) 

0 	IlogT - log Tmaxl > 0.15 

and requiring that 

fC(T)dT = fci(T)dT 	 (2.13) 

so that 

fC(T)dT 	fC(T)dT 
UO 

Tmax(10+015 - 10 -01 ) - 0.705 Tmax 	
(2.14) 

and thus deducing the relative line emission measure EML, sometimes indicated by 

EM(0.3), to make clear that the contributions are calculated over a temperature inter-

val zMogT = 0.3. This approximation has been used by various authors (for example by 

Widing et aL, 1986, to derive the element abundances of an erupting prominence observed 

by Skylab). 

Values of EM(0.3)for the coronal hole spectrum are displayed in Figure 2.10 as triangles, 

together with their eMogT = 0.3 intervals. The agreement with the values deduced from 

the Pottasch (1963) approximation is reasonable for the few lines that are sharply peaked, 

but is poor for the other ones. It is also evident that, for most of the lines, the emissivities 

outside the zXlogT = 0.3 interval are not negligible. 

A way to compare the emission measures derived from these two most commonly used 

approximations is to calculate some emission measure values as a function of temperature 

directly from the differential emission measure values, after the DEM has been calculated. 

As usual, an emission measure has to be defined over some temperature interval zXT. For 

each temperature Ti it is therefore possible to define an emission measure value EM'j': 

T+ AT  

EMT(TI) 	DEM(T)dT 	 (2.15) 

These EMT points have been calculated from the DEM distribution (Figure 2.12) with a 

AlogT = 0.1, and are displayed in Figure 2.10 with filled circles. It is quite obvious that 

neither of the two approximations above is a good representation of the emission measure 

derived from the DEM. 
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A different approach. The DEML method 

A different approach was proposed by Widing and Feldman (1989). The idea is to rewrite 

Equation 2.6 in terms of differential emission measure 

'th = Ab(Z) 	C(T,N C) NNndT
dT 
	 (2.16) 

and to extract from the integral an averaged value of the DEM of the line, that in this 

thesis is termed the line differential emission measure DEML: 

DEMt E (NC NH) [cnC 5 IC 1 ] 	 ( 2.17) 
TT- 

such that for each line of observed intensity lob: 

-

= 	
'ob 	 (2.18) 

DEML  Ab(Z) f C(T)dT 
T 

A plot of the A6(Z) DEML = Job/f C(T)dT values displayed at the temperatures T max  
T 

gives the differential emission measures of the observed lines, and at the same time can be 

used ( Widing and Feldman, 1989) to deduce relative element abundances, adjusting them 

in order to have a continuous sequence of the A6(Z) DEML values. 

The DEML values for the coronal hole spectrum, calculated with the adopted abundances, 

are shown in Figure 2.11 at the temperatures Tmax. This figure shows a minimum of the 

DEMt values around log T=5.4, a maximum at a million degrees, and an exact overlap of 

the Ne III, 0 III and Ne IV, 0 IV points, confirming the validity (by using this method) 

of the adopted relative Ne/O abundance. 

This DEML approach has been used and reported in almost all the works on element 

abundance analysis, after Widing and Feldman (1989). The method is quick to apply, since 

it only requires for each line an integration of the contribution function, and apparently 

gives the correct answer in term of abundance analysis. In reality, it will be shown below 

that this method should not be applied to deduce a DEM distribution, because 

it is inherently wrong, nor to deduce elemental abundances, except in particular 

cases. 

2.5.2 Results of the DEM approach, basic definitions and comparison 

with the DEML method. 

The DEM approach assumes that a DEM can be defined, and that it is a smooth function 

of temperature, which is a basic assumption (well accepted in the literature). The current 
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Figure 2.11: Line differential emission measures DEML of selected lines with Skylab data, 

with the adopted abundances. A 'trial' DEM is plotted as a dashed line. Note that the 0 
III, Ne III and 0 IV, Ne IV points overlap. 

EUV instruments have such a spatial resolution (of order 2") that any small-scale features 

on the Sun have a diffuse aspect. Also, since the emission is optically thin, the sum of all 

the contributions along the line of sight blurs any contribution from possible filamentary 

structures. 

Figure 2.12 shows the DEM distribution of the Skylab coronal hole cell-centre data, found 

with the inversion technique. The mesh points, indicated with triangles, are positioned 

at the temperatures where there are good constraints, i.e. well-observed lines that are 

emitted at those temperatures. In this case, the high-temperature tail of the DEM 

distribution is not directly constrained. On the other hand, the absence of observed high-

temperature lines in the spectrum is itself an excellent constraint on the upper limits of the 

DEM distribution at high-temperatures. Any higher values of the DEM at temperatures 

above 106  K would make high-temperature lines observable above the noise. The low-

temperature tail of the DEM distribution is directly constrained by low-temperature 

lines but should be treated with caution, since some opacity effects may come into play. 

Now, some definitions that will be used throughout the rest of this thesis: a theoretical 

69 



Table 2.2: Selected lines of the averaged coronal hole spectrum of Vernazza and Reeves 

(1918), with the adopted abundances. 

With the adopted abundances - 

Ion Ath ob Transition lob hI.! +1- log log frac 

(A) (A) Io ta  Ten Tn.ax 

Si III 1206.499 1206.5 3s2 'So - 3s.3p 'P1 393.6 1.33 0.19 4.53 4.77 

C III 977.017 977.0 2s2 'So - 2s2p 'P, 579.4 0.99 0.14 4.73 4.93 

0111 599.597 599.6 2s22p2 'D2 - 2s2p3 'D2 19.0 1.02 0.14 4.99 5.06 

Ne III 489.495 489.3 2s2 2p4 3 P2 - 2s 2p5 3 F2 5.7 1.06 0.15 5.06 5.06 0.56 

Ne III 488.9 2s2 2p4 3 F, - 2s 2p5 3 F0 5.06 0.15 

Ne III 490.3 2s2 2p4 3 P0 - 2s 2p5 3 P1 5.06 0.15 

Ne III 489.6 2s2 2p4 3 P, - 2s 2p5 3 P, 5.06 0.11 

o IV 554.513 554.5 2s2 2p 2 P312  - 2s 2p2 2 P3 ,2  92.7 0.98 0.14 5.30 5.27 0.55 

o IV 554.1 2s2 2p 2 P,, 2  - 2s 2p2 2 F,12  5.27 0.22 

o IV 555.3 2s2 2p 2 P3 1 2  - 2s 2p2 2 F,12  5.27 0.11 

o IV 553.3 2s2 2p 2 P,,2  - 2s 2p2 2 F3 12  5.27 0.11 

Ne IV 543.892 543.8 2s2 2p3 	3/2 - 2s 2p4 4 P5 1 2  4.0 0.93 0.13 5.32 5.27 

o v 760.444 760.0 2s.2p 3P2 - 2p2 3 P2 10.7 1.07 0.15 5.40 5.39 0.69 

o v 759.4 2s.2p 3F0 - 2p2 3 P1 5.39 0.17 

o v 760.2 2s.2p 3F, - 2p2 3 P1 5.39 0.13 

Ne V 572.331 572.3 2s22p2 3 F2 - 2s2p3 3 D3 4.5 1.16 0.16 5.49 5.47 0.85 

Ne V 572.1 2s22p2 5 F2 - 2s2p3 3 D2 5.47 0.14 

Na VII 491.951 491.9 2p 2 P3 1 2  - 2s.2p2 2 D5 1 2  2.8 0.97 0.14 5.69 5.78 0.42 

Ne III 491.0 2s2 2p4 3 P1 - 2s 2p5 3 P2 5.06 0.41 

Ca X 574.010 574.2 3s 251,2 - 3p 2 F 1 1 2  2.6 0.82 0.12 5.72 5.82 0.53 

C III 574.3 2s2p 'P1 - 2s3d 'D2 4.98 0.35 

Ne VI 562.803 562.0 2s2 2p 2 F3 1 2  - 2s 2p2 2 05/2  9.4 1.20 0.17 5.76 5.63 0.66 

Ne VII 561.7 2s2p 3P2 - 2p2 3 P2 5.72 0.22 

o VI 1031.912 1032.0 1s2 2s 2 S 	- 1s2 2p 2 F5 1 2  145,9 0.65 0.09 5.81 5.47 

Ne VII 465.220 465.2 2s2 'So - 2s2p 'P, 68.1 1.03 0.15 5.87 5.72 

Mg VII 434.917 434.6 2s22p2 3 P2 - 2s2p3 3 D3 19.9 0.79 0.11 5.88 5.80 0.67 

Ne VI 435.6 2s2 2p 2 P3 ,2  - 2s 2p2 25 5.64 0.21 

Mg VII 434.7 2s22p2 3 P2 - 2s2p3 3 D2 5.81 0.10 

Na VIII 411.166 411.2 2s2 'So - 2s.2p 'P, 9.6 0.93 0.13 5.93 5.86 

Mg IX 368.070 368.2 2s2 'S0 - 2s.2p 'P, 127.3 0.94 0.13 5.98 5.98 
Al XI 550.031 550.0 1s2.('S).2s 231,2 - 1s2.('S).2p 2 Psp 0.8 10.95 10.15 6.07 6.16 

With the photospheric abundances of Grevesse and Anders (1991) 
Ne III 489.495 489.3 5.7 0.67 0.09 5.08 5.06 0.56 

Ne III 488.9 5.06 0.15 

Ne III 490.3 5.06 0.15 
Ne III 489.6 5.06 0.11 
Ne IV 543.892 543.8 4.0 0.59 0.08 5.32 5.27 
Ne V 572.331 572.3 4.5 0.73 0.10 5.49 5.47 0.85 
Ne V 572.1 5.47 0.14 
Ne III 491.040 491.9 2.8 0.48 0.07 5.62 5.06 0.52 
Na VII 492.0 5.78 0.33 
C III 574.279 574.2 2.6 0.66 0.10 5.64 4.98 0.43 
Ca X 574.0 5.82 0.42 
Ne VI 562.803 562.0 9.4 0.76 0.11 5.76 5.63 0.66 
Ne VII 561.7 5.72 0.22 
Ne VII 465.220 465.2 68.1 0.65 0.09 5.87 5.72 
Mg VII 434.917 434.6 19.9 0.73 0.10 5.89 5.80 0.73 
Ne VI 435.6 5.64 0.14 
Mg VII 434.7 5.81 0.11 
Na VIII 411.166 411.2 9.6 10.38 10.05 5.93 5.86 
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line is considered a principal line if it contributes at least 10% of the total theoretical Ith 

intensity; an observed line is considered a blend if its emission is composed of at least two 

principal lines; an observed line is considered a self-blend if all the principal lines are of 

the same ion. Note that with these definitions the same observed line can be considered 

a blend of different lines or not depending on the importance of the contribution from 

the various lines, which in turn depends on the DEM distribution (i.e. on the type of 

observed source on the Sun), the element abundance, and on the ionization equilibrium 

used. Examples of observed lines that become blends of different principal lines under 

different conditions will be given throughout this thesis. A line will be termed well-

reproduced if the calculated intensity 'th  equals the observed intensity 'ob,  within the 

errors. 

Table 2.2 shows the details of the selected lines with the adopted abundances and, for com-

parison, some of the results with photospheric abundances which were used as a starting 

point. 

Note that all the Tables presented in this thesis have the following contents 

and abbreviations: 

. the observed wavelength A 06 in column (3). 

• The identification (ion and theoretical wavelength Ath) of only the lines that were 

found to contribute to the observed line, in columns (1, 2). Only principal lines are 

shown. 

The configuration and term of the lower and upper level, in column (4). 

• The observed flux 'ob  (erys cm 2s'sr') in column (5). 

• The ratio between the theoretical 'ih  and the observed flux Job,  with an estimated 

error, in columns (6,7). The theoretical 'ih  is calculated summing up all the con-

tribution functions from all the lines in the blend, and integrating the product with 

the DEM distribution (Equation 2.6). The error is the combination of the observed 

error (see Chapter 3) and an assumed 10% error on the calculated values. 

• The effective temperature Teff of the line, as a log 10  value, in column (8). The 

effective temperature T 0ff is defined: 

f T G(T) DEM(T) dT 
Teff = fG(T) DEM(T) dT 

 

i.e. is an averaged temperature, weighted by the DEM distribution. 
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• The Tmax value of the transition as a log10 value, in column (9), calculated as the 

temperature of the maximum of the contribution function. 

• The fraction, frac, the calculated intensity of each transition contributed, to the total 

theoretical 'th  intensity of the line, in column (10). Only principal lines are shown. 

• (bl) indicates when a line is a blend. 

. A number in parentheses indicates the number of self-blends. 

• ho indicates a line seen in second order. 

The lines in Table 2.2 are ordered by the effective temperature T eg. Table 2.2 shows that 

even with the conservative errors adopted, most of the lines are well represented within the 

errors, with a few exceptions, one of which is the 0 VI line, for which more comments will 

be given later. Table 2.2 also shows that most of the selected lines are blends, a feature 

common to most of the lines, due to the poor spectral resolution of the HCO instrument. 

CHIANTI SPECTRAL CODE 
26 

25 

24 

? 23 
E 
0 

al 22 
C 

0 

21 

20 

19 

Abund. 	: ch_cc 
Ion Eq. : arnauth..rothenflugJmf 
constant pressure: 2.00e+ 14 

[ 
cm' I< 

1K 

(1) 

0 —x 

0z_ .c 
x 

o> z-><>  
Z 

- 

xz 

4.5 	 5.0 	 5.5 	 6.0 	 6.5 
log T [K] 

Figure 2.12: The DEM distribution (continuous line) calculated with the adopted abun-
dances, with the mesh points indicated by triangles. The points with the error bars (labelled 
with the ion) are plotted at the temperature Tag. Also reproduced with the * symbol are 
the line differential emission measures DEML values of Figure 2.11. 
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A comparison of the effective temperature Tg and the maximum temperature T max of 

the principal lines is instructive. For example, the maximum of the 0(T) for the Si III 

1206.5 A line is at log T=4.77 K, but the 0(T) of this line is very broad, as shown in 

Figure 2.9. Since the DEM distribution has a steep increase toward low temperatures, 

the contribution to the ernissivity G(T) DEM(T) from temperatures T < Tmax is very 

important indeed, and in fact the effective temperature log T effrr4.53. A similar case is 

seen for 0 VI 1032 A a line with very broad 0(T), but this time the steepening of the 

DEM distribution is toward higher temperatures, which means that this time most of the 

observed 0 VI emissivity comes from plasma at temperatures higher than the maximum 

of the 0(T) (in fact log Tg=5.81 while log Tmax5.47). This also explains why the 0 VI 

lines are still visible in off-limb observations, while all the other lines that have peaks of 

their 0(T) around log T max=5.5 (as Ne V) are not seen at all. This shows how graphs that 

show quantities such as DEML as a function of Tmax can be misleading. The effective 

temperature Tff instead gives a much better indication of where the bulk of the emissivity 

of the lines comes from, at least in some cases. 

In order to have a visual representation of the data in Table 2.2, each experimental data 

point is plotted in Figure 2.12 at the effective temperature T 0ff and at a value equal to the 

product DEM(T eff)x(I ob/Ith). The DEM is therefore not strictly speaking a fit through 

the points. The same type of representation is also adopted in the rest of this thesis. 

The error bars refer to the combination of observational and theoretical (10%) errors and 

give an idea of the uncertainties in the derived DEM values. In the same figure 2.12 the 

EML values of Figure 2.11 are also plotted as asterisks, for a direct comparison. This 

comparison gives a better idea of the large differences in the ordinate values on the one 

hand, and on the differences between T eff and T max  on the other. The worst cases are those 

of the blends that are composed of principal lines that have peaks in their 0(T) at different 

temperatures, such as the Ca X - C III blend, where the maximum of the total 0(T) is at 

log Tmax=5, i.e. where the C III line has maximum emissivity. In fact, with the adopted 

abundances, the 0(T) of C III is higher than the 0(T) of Ca X. But the DEM distribution 

is such that the emissivity of the Ca X (that peaks at log T max=5.8) becomes stronger 

than that of the C III line, resulting in log Teff=5.7. Only a few lines have T max Te ir 

when Tmax can be safely used to indicate the region of maximum emission. The reasons 

for this can be various, but in most cases this happens when: a) such lines have 0(T) 

almost equal (except for a scaling factor); b) and most of their 0(T) is at temperatures 

where the DEM distribution is relatively flat, as is the case of the self-blends Ne III, 0 

IV, 0 V, Ne V. More details of these lines can be found in the following Section. 

This explains why the DEML method fails when used to estimate the differential emission 
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Table 2.3: Some of the selected lines of the averaged coronal hole spectrum of 

Vernazza and Reeves (1978), with the theoretical intensities tth calculated with the adopted 

abundances and with the trial DEM curve derived from the DEML values of Figure 2.11. 

Ion Ath 
(A) (A  

 +1- log 
Te ff 

log 
Tma x 

frac 

Si 	III 1206.499 1206.  86.25 4.66 4.77 

o III 599.597 AoT 599.  89.44 4.80 5.06 

• IV 554.513 554.  1.47 4.93 5.27 0.50 

• IV 554.1 5.27 0.20 

• iv 555.3 5.27 0.10 

• iv 553.3 5.27 0.10 

o V 760.444 760.0 10.7 0.57 0.08 5.40 5.39 0.69 

o v 759.4 5.39 0.17 

o v 760.2 5.39 0.13 

Ne VII 465.220 465.2 68.1 1.73 0.25 5.80 5.72 

Mg IX 368.070 368.2 127.31 0.671 0.10 5.98 5.98 0.81 

measure and the element abundances. When trying to use it to estimate a DEM, this 

method is inherently wrong because it first assumes that for each emission line the DEM is 

a constant in temperature (and therefore can be extracted from the integral, Equation 2.6), 

and then pieces together these values to reconstruct a smooth curve. This simply does 

not work, even if emission lines with narrow G(T) are used. This can already be seen 

by the large differences between the DEML and DEM values in Figure 2.12. To give a 

quantitative idea on the differences, which are striking, a smooth curve joining the DEML 

values has been taken as a trial DEM curve (the dashed line in Figure 2.11) and the G(T) 

of the observed lines folded with it (Equation 2.6), to calculate the theoretical values. The 

results are shown in Table 2.3. Lines that are in the region of steep DEM gradient such 

as the Si III 1206.5 A line are overestimated by a factor of 600. Even lines that do not 

have a wide G(T) such as the 0 IV 554.5 A line and are emitted over a region where 

the DEM gradient is small, are overestimated by large factors (up to 10). The DEML 

therefore gives an incorrect differential emission measure distribution. 

2.5.3 The element abundances evaluation. Comparison of the DEM 

with the DEML method. 

With the DEM method the element abundances are found by adjusting their values until 

the maximum number of lines from different ions follow the same DEM curve. Once one 

absolute element abundance is fixed, all the other element abundances can be adjusted, 

aligning the DEM curves of the different elements.This is only possible if there is sufficient 

temperature overlap for the different elements and the element abundances are assumed 

not to vary within the observed volume (i.e. not to vary with temperature). In this case, 

as in the rest of this thesis, unless otherwise stated, the abundance of oxygen 
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has been fixed at the photospheric value 10 8 . 93  (Grevesse and Anders, 1991), 

and all the other element abundances have been found relative to this. Note 

that in the recent study of Grevesse and Sauval (1998), the oxygen photospheric value has 

been lowered to 

For example, for the averaged coronal hole spectrum of Vernazza and Reeves ( 1978), the 

adopted Ne/O relative element abundance was obtained by deriving a DEM curve from 

the 0 III, 0 IV, 0 V lines, and requiring an overlap with the DEM curve obtained from 

the Ne lines (Ne III, Ne IV, Ne V, Ne VI, Ne VII). This resulted in an increase over the 

photospheric Ne abundance (108.09)  of 100 . 2=1.6, while keeping the 0 abundance equal 

to the photospheric value. The abundances of Ca and Na were modified in the same way. 

However, the Ca abundance determination is based on only one line, Ca X 574A which 

was blended with a C III line, and so should be treated with caution. The Na abundance 

was found using two lines, the Na VII (blended) line at 491.9 A and the bright Na VIII 

411.2 A line. 

To have a quantitative idea of the effects of the differences between the adopted and pho-

tospheric abundances, theoretical intensities have been calculated for the Ne, Ca, Na lines 

with the photospheric abundances of Grevesse and Anders (1991) and the same DEM, and 

the results reported in Table 2.2. The ratio 'tb/lob  clearly shows that these lines are not 

well reproduced. These points are also displayed in Figure 2.13, for a visual confirmation 

of the need to modify the Ne, Ca, and Na abundances. The same Figure 2.13 also shows 

the line differential emission measures DEML values derived with the photospheric abun-

dances. While nothing can really be said about the blended lines, because of the already 

mentioned differences between Tg and Tmax, the EML values of the 0 III - Ne III and 0 

IV - Ne IV also show the need to vary the Ne/O abundance. So, both the DEM method 

and the EML method give the same result, in this case. This happens because: 

a) such lines have 0(T) almost equal (except for a scaling factor) and T 6ff = 

b) most of their 0(T) is at temperatures where the DEM distribution is relatively flat. 

In fact, given two elements X 1  and X2, the ratio of the observed intensities can be written: 

A6(X1) f G1 (T,N 0 ) DEM(T) dT 
T 

12 -  A6(X2) f C2(T,N e ) DEM(T) dT 
T 

(2.20) 

from which the relative element abundance A6(X 1 )/A6(X 2 ) can be deduced, from the 

observed intensity ratio 11112, once the DEM distribution is known. Only when the two 

lines have similar C(T) and the DEM distribution is relatively fiat would one expect that 
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the DEM factors out from the integrals: 

f Ci (T,N) DEM(T) dT f G1 (T,N) dT 
T  (2.21) 
5 C2 (T, N e ) DEM(T) dT 

- 5 C2(T, N) dT  
T 	 T 

If the above equality holds, then it is possible to deduce the relative abundances directly 

from the observed intensities and the contribution functions, because: 

I, f C2(T, N) dT - DEML(X2) 

Ab(X2) - 12 5 C2 (T, N) dT - DEML(Xl) 
T 

(2.22) 

i.e. the DEM method and the DEML method are equivalent. In any other case, the two 

methods can be expected to produce different results. There are many cases in which it is 

possible to observe lines emitted by ions of different elements that have similar contribu-

tion functions C(T), from which relative element abundances have been derived in the past 

(see Section 2.6 for some examples), assuming the DEM1. method and neglecting what 

is termed here and in the rest of this thesis 'the DEM effect' on the element abundance 

derivation. The DEM effect is particularly important when the emissivity C(T) DEM(T) 

of a line peaks at temperatures where there is a non-negligible DEM gradient and Equa-

tion 2.21 does not hold. In the averaged coronal hole spectrum of Vernazza and Reeves 

(1978) the DEM distribution is such that the DEM effect can be important at temper-

atures loyT < S and logT > 5.6, but in other spectra the DEM distribution can be very 

different. The DEM effect becomes particularly important at certain temperatures. In 

particular, the region 5.5 .c logT < 5.8 is very important for the determination of the FIP 

effect, because most of the EUV low- and high-FIP lines are emitted in that temperature 

range, and the DEM effect plays an important role. Section 2.6 discusses this issue and 

gives some examples. 

2.5.4 Discussion of the results and comparison with previous analyses 

It is beyond the scope of this chapter to provide a full description of the data analysis 

and results on the averaged coronal hole spectrum, although interesting. However, before 

concluding this Section, some general comments on the science rather than the methods 

are worth noting, in particular because some of the results are relevant in the remainder 

of this thesis. 

First, the DEM method has shown that blending is the major problem when analysing the 

HCO data. Most of the lines not presented are serious blends, where the principal lines are 

from different ions and elements. Also, most of the lines at shorter wavelengths could not 
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be well reproduced, which is probably due to intensity calibration errors at wavelengths 

below 400 A as also reported by Warren et al. (1998), who recently re-analysed the quiet 

sun data of Vernazza and Reeves (1978), performing a DEM analysis. The Mg IX 368 A 

line is the strongest line at shorter wavelengths, and has been used in the present work, 

while it has been rejected by other analyses of the HCO data (Raymond and Doyle, 1981b; 

Warren et al. 1998). 

The shape of the DEM and the element abundances 

The DEM of the averaged cell-centre coronal hole spectrum is slightly different from that 

obtained by Raymond and Doyle (1981b), reproduced in Figure 2.14. They calculated the 

EMT values, integrating the DEM over loyT = 0.1 intervals, and therefore the comparison 

should be made with the EMT values shown in Figure 2.10. 
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Figure 2.14: The emission measure distribution (EMT values) for the coronal hole network 
and cell centre of Raymond and Doyle (1981b), derived from the Vernazza and Reeves 
(1978) data. 

The EMT values at lower and higher temperatures are basically the same, as is also true 

for the minimum at logT = 5.0 - 5.2. The small increase around logT = 5.4 is mainly 

due to 0 V lines, while the second minimum around logT = 5.6 is mainly required by 

the Ne V lines. These differences might be due to the improved atomic data used, or 

to differences in element abundances, while differences in the adopted pressures for the 

calculation of the contribution functions can be ruled out (although Raymond and Doyle 



(1981b) do not specify the adopted values). Raymond and Doyle (1981b) refer to the 

previous paper Raymond and Doyle (1981a), where contribution functions are calculated 

with abundances that are close to photospheric. Their adopted log values in their analysis 

were : He (10.93); C(8.55); N(7.96); 0 (8.63); Ne(7.60); Mg(7.65); Si(7.65); 5(7.20). As 

well as a departure in the 0 abundance from the photospheric value (8.93), they took 

the 0/Ne relative abundance to be 10.7. The adopted abundance ratio from the present 

analysis is 10893_509+02=4.37, a factor 2.4 lower, which explains part of the difference in 

the DEM distribution. In any case, it should be noted that Raymond and Doyle (1981b) 

did not use the Ne III, Ne IV, Ne V, Ne VI lines, and their DEM at logT = 5.0 - 5.6 

K is constrained by 0 III, 0 IV, 0 V, 0 VI lines. It is therefore not surprising to find 

differences, because of the different atomic data used, and the line selection and element 

abundances. This type of difference will be encountered elsewhere in this thesis, and is 

typical of the state of the art in the field. 

The problem with the Li-like ions and other lines 

Table 2.4: Some other lines of the averaged coronal hole spectrum of Vernazza and Reeves 

(1978), with the adopted abundances. 

Ion Ath 
(A) 

.ob 
(A) 

Transition 'ob Im/ 
l o t, 

+1- log 
Ten 

log 
Tmax  

frac 

N II 916.011 915.5 2s2 2p2 	P, - 2s 2p3 	P2 18.7 0.89 0.13 4.55 4.73 0.31 

N Il 915.6 2s2 2p2 3 Po - 2s 2p3 3 P 1  4.73 0.25 

N II 916.0 2s2 2p2 3 P, - 2s 2p3 3 P0 4.73 0.25 

N Il 916.0 2s2 2p2 3 P1 - 2s 2p3 3 P, 4.73 0.19 

o II 718.610 718.0 2s22p3 2 D3 12  - 2s2p4 2 D5 1 2  10.6 5.43 0.77 4.65 4.82 0.56 

o II 718.5 2s22p3 2 D5 12  - 2s2p4 2 D3 1 2  4.82 0.36 

N III 991.577 991.4 2s2('S)2p 2 P3 1 2  - 2s 2p2 2 D5 1 2  24.4 0.94 0.13 4.79 4.98 
S IV 1062.661 1062.7 3s2.('S).3p 2 P,, 2  - 3s.3p2 2 D3 12  2.1 0.21 0.03 4.94 5.05 

• IV 765.147 764.3 2s2 'So - 2s 2p 'p, 38.2 0.53 0.07 5.09 5.18 0.69 
• III 764.4 2s2 2p 2 P3 1 2  - 2s 2p2 2 S112 5.01 0.20 
• III 763.3 2s2 2p 2 P,12  - 2s 2p2 2 S,12  5.01 0.11 
S VI 933.378 933.1 3s 2S,,,2 - 3p 2 P3p 5.8 0.20 0.03 5.45 5.27 
N V 1238.821 1238.8 1s2 2s 2 5,1 2  - 1s2 2p 2 P3 1 2  24.0 0.35 0.05 5.58 5.27 
C IV 419.713 419.5 1s2 2p 2 P3 ,2  - 1s2 3s 2 5, 12  11.2 0.08 0.01 5.74 5.08 0.51 
C IV 419.5 1s2 2p 2 P,,2  - 1s2 3s 2 5,/2 5.08 0.26 

Ca X 419.8 3p 2 P3 1 2  - 3d 2 D5 1 2  5.82 0.18 
Mg X 609.793 609.6 1s2.('S).2s 2S,,,2 - 1s2.('S).2p 2 P313 10.0 5.32 0.75 5.91 6.04 0.73 
o IV 609.8 2s2 2p 2 P3 1 2  - 2s 2p2 2 5, 12  5.27 0.26 
Ne VIII 770.409 770.4 1s22s 2 5,/2 - 1s2 2p 2 P3 1 2  19.8 6.77 0.96 5.94 5.79 
Mg X 624.941 624.7 1s2.('S).2s 2 S,12  - 1s2.('S).2p 2 P,p 2.4 8.48 1.20 6.02 6.04 

Table 2.4 shows the identifications and results for some other lines in the same spectrum, 

based on the adopted values of pressure, element abundances, and DEM. The first striking 

result is the behaviour of the Li-like ions, compared to the others. In fact, N V and C 

IV are underestimated, while Ne VIII and Mg X are overestimated, both by large 

factors. The S VI 933.3 A (Na-like) is also underestimated, but this could be due to an 
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underestimation of the S abundance. In fact, other S lines (S IV) are also underestimated. 

No correction was made to the S abundance, because only a few S lines were observed. 

Raymond and Doyle (1981b) do not report any such problems, and actually state that 'a 

good agreement is found between lines of different isoelectronic sequences', but in reality, 

to constrain the million-degree peak of the DEM they only used Li-like lines (0 VI, Ne 

VIII, Mg X, Si XII, S XIV), with the exception of Ar VII and Ca X (see Figure 4 of their 

paper. No comparison with the other sequences was presented by Raymond and Doyle 

(1981b). 

Anomalous behaviour of the Li-like ions, together with those of the Na-like isoelectronic 

sequence, compared to the other sequences, was first discovered by Dupree (1972), using 

OSO-IV quiet sun data (with even lower spectral resolution than ATM), although it has 

been neglected in most of the subsequent literature on solar EUV spectroscopy, except in 

a few cases that are mentioned below 

Judge et at. (1995) present a DEM analysis of solar spectra with no spatial resolution (the 

Sun was observed as a star) and a spectral resolution of 1 A, based on satellite and rocket 

data. The spectra were well calibrated, with a photometric accuracy of 15%. With the 

DEM analysis, Judge et al. (1995) found that 'very significant and systematic differences 

exist between the line intensities of the Li and Na isoelectronic sequences formed below 3 

xllt K and those of the other sequences', and note 'the absence of a discrepancy in the 

coronal Li-like ions Mg X, Ne VIII' 

Judge et al. (1995) used the photospheric abundances and performed a DEM analysis on 

the observed lines of the ions C II, Si III, C II, N III, Si IV, 0 III, C IV, 0 IV, N V, 0 VI, 

Ne VII, Ne VIII, Mg IX, Mg X, i.e. only a limited number of lines were used. However, 

considering first the Li-like lines, they found C IV, N V, and 0 VI lines underestimated 

by factors of 2 to 5. 

Although they state no discrepancy for the Ne VIII lines, their Ith/Ib=1.8, a factor much 

higher than the stated uncertainties in the calibration as well as the fact that all the other 

lines are reproduced within 20%. Furthermore, only two lines (Ne VII and Mg IX, Be 

sequence) were used to constrain the peak of the DEM, and any of their conclusions on 

the high-temperature lines should be treated with caution. However, considering those 

two lines, it seems that their DEM is underestimated at higher temperatures. If this 

underestimation is taken into account, then Ith/l ob=2.2. 

The other Li-like coronal line they used was the bright Mg X 609.8 A line, for which 

they state I th/Ib=1.07. In reality, this line is a strong blend with an 0 IV line that is 

not reported in the paper. If the 0 IV contribution was indeed neglected, it could easily 
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account for more than 30% of the observed intensity (see Chapter 3 for examples), and 

with the probable underestimation of the DEM, Ith/lob must be at least 1.7, again an 

overestimation as for the Ne VIII. Regarding the Na sequence, only Si IV was observed, 

with an underestimation by a factor of 2. 

In conclusion, the observations presented by Judge et al. (1995) are found here to be in 

agreement with the behaviour of the Li-like ions in this analysis of the coronal hole spec-

trum, and will be further confirmed in the next Chapter from SOHO/CDS observations. 

The author agrees on the question posed by Judge et al. (1995): 'Why are these results 

so striking, and yet earlier work failed to identify these systematic effects ?; and with 

the comment that 'the implications are likely to be far-reaching'. In fact, the probable 

cause for this effect is a departure from equilibrium, which can be explained with the long 

timescales of the dielectronic recombination from the He-like ions. If this is true, the large 

body of work in solar and stellar coronal physics, based on Li-like ions, will have to be 

revisited. 

Recently, Warren et aL (1998) also re-analysed the Vernazza and Reeves ( 1978) quiet sun 

spectral intensities with a DEM method, recent atomic data and coronal abundances. 

They also found an underestimate of the low-temperature Li- and Na-like 0 VI, N 

V, S VI lines by factors 2-4. As in Raymond and Doyle (1981b), they used the higher 

temperatures lines of Li- and Na-like ions to determine the DEM(T) around 106  K, and 

therefore no disagreement with the other isoelectronic sequences could be found for those 

lines. All the other lines were discarded because of the larger uncertainties at the shorter 

wavelengths. The unfortunate situation in which most of the bright and well-calibrated 

high-temperature lines observed by the HCO instrument were from Li- and Na-like ions is 

not repeated in the CDS instrument which does observe high-temperature lines of different 

isoelectronic sequences. More details on the findings from CDS observations can be found 

in the following Chapters. 

Finally, aside from the Li- and Na-like problems, the examined coronal hole spectrum also 

showed that many other ions could not be well represented, some of which (such as C II) 

are emitted at such low temperatures that opacity effects come into play. Another case 

is 0 II, which is overestimated by a factor of 5. Warren et al. (1998) also found an 

overestimation for the quiet sun data, but only by a factor of 2. The blend N Ill-N IV 

at 764 A is underestimated by a factor of 2. These inconsistencies are found also from 

CDS spectra, as explained in the following Chapter, which confirms the fact that these 

findings are not instrument-dependent but are due to incorrect atomic physics or wrong 

model assumptions. 
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2.6 The element abundance evaluation. Critical discussion 
of previous work and assessment of the CDS possibilities 

One of the main unresolved issues in the solar corona is the FIP effect and the deter-

mination of the coronal abundances. It is therefore important to explain what method 

was used to derive element abundances, and compare it with the methods that have been 

previously used. 

The ratios of lines emitted by ions of different elements, but having similar contribution 

functions, were used as proxies for abundance variations, while the differential emission 

measure analysis was used to deduce relative element abundances (as explained in Sec-

tion 2.4). 

In the past, using Skylab observations, only a limited number of lines could be used unam-

biguously (due to the characteristics of the overlapping spectroheliograms), and most of the 

abundance determinations were based on line ratios at the rings of the limb-brightening. 

The most commonly used ratios were those of Mg VT/Ne VI and Ca IX/Ne VII lines 

(Widing and Feldman, 1989). In particular, most of the abundance determinations found 

in the literature are based on Mg VI/Ne VT lines, because one is from a low-FIP ele-

ment (Mg) and the other from a high-FIP element (Ne), and there was much interest in 

the FIP effect. Although intensity ratios of lines of these ions do show large variations, 

depending on the structures observed (and presumably on the topology of the magnetic 

field (Sheeley, 1996)), it is not straightforward to deduce from them variations in relative 

elemental abundances, since various effects can change the observed ratios as well. The 

most important ones are the DEM effect and the result of density analyses along the line 

of sight. 

Although the possibility of the presence of the DEM effect has been pointed out by some 

authors, as was the possibility of casting serious doubts on the elemental abundance work 

(Phillips, 1997a), only a few abundance analyses include a full DEM analysis (Schmelz, 

1993; Fludra and Schmelz, 1995; Del Zanna and Bromage, 1999a). 

The Mg VI contribution functions are slightly skewed toward higher temperatures, com-

pared to the Ne VI ones, as Figure 2.15 shows. The ratio of the contribution functions 

(also Figure 2.15) shows how the differences increase above temperatures of 10 51  K. These 

kinds of differences are much more pronounced for other pairs of ions, such as Ca IX and 

Ne VII, or Mg VII and Ne VII, and therefore any effects present in the Mg VI / Ne VI 

ratios would also be present, and much more important, for these other ions. 

The lines emitted by the Mg VI and Ne VI ions have C(T) that peak at temperatures 
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where the DEM gradient is large in most of the solar observations, and is particularly 

large for low-temperature structures such as plumes (see Chapter 5). Therefore, these 

small differences in the contribution functions ae amplified when forming the integrals 

and the relation 2.21 does not hold; the DEML method gives the wrong answer. Neglecting 

the shape of the DEM curves when calculating the Ne/Mg relative abundances using Ne 

VI and Mg VI ions has the effect of underestimating the Ne/Mg relative abundance, thus 

overestimating the FIF effect. Any inaccuracy in the ionization equilibrium calculations 

(or departures from equilibrium) could also be amplified by this DEM effect. 

Density variations can also change the observed Mg VI / Ne VI intensity ratios, since most 

of the Mg VI lines are density-dependent (while the Ne VI are not). In theory, if one can 

independently measure an electron density pertaining to the region where the Mg VI lines 

are emitted (in the transition region), then it is possible to accurately calculate the Mg 

VI emissivities at that density and remove any uncertainty due to density variations. But 

unfortunately, transition region densities are very difficult to measure, because in the EUV 

only a few weak density-sensitive lines are observed. The few values previously reported 

in the literature have a large scatter around typical values of Ne = 109  cm 3  (from Mg 

VII). 

Another source of uncertainty is the fact that when calculating the contribution functions 

the source region might be better represented with a constant pressure along the line 

of sight, instead of a constant density. Ideally, if enough density estimates at different 

temperatures are available, one should calculate the contribution functions C(T, Ne) with 

an appropriate density-temperature model, although other effects can still come into play 

(Doschek, 1984). The issue of constant pressure or constant density in the transition 

region is still an open one, in the sense that there have not been sufficient observational 

constraints to indicate which is better. 

It is useful to see to what extent different densities or pressures can affect the observed 

ratios. A particular group of Mg VI-Ne VI lines (around 400 A) has been chosen as an 

example, because these lines have been widely used in the past (Sheeley, 1996), due to the 

fact that they are close in wavelength and possible calibration errors are much reduced. 

The line intensities have been calculated at different densities and pressure values, for 

different DEM distributions, as an exercise to see how these effects change the theoretical 

ratios. 

The group of lines is: Mg VI (399.281, 400.666, 403.31 A) and Ne VI (399.821, 401.136, 

403.255, 401.926 A). The ratios of these lines, calculated using CHIANTI, compared to 

the brightest ones in each group (Mg VI 403.31 A and Ne VI 403.255 A) are (Mg: 0.35, 

0.67, 1.); (Ne: 0.20, 0.38, 0.22, 1.), i.e. the same values that can be deduced from Table 1 
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in Widing and Feldman (1993). These ratios are the same for different densities, because 

the Ne VI lines are not density-dependent, and the Mg VI lines all have the same density 

dependence. This confirms the consistency between the atomic data used by other authors 

in the past ( Widing and Feldman, 1993) and those used in the present work. 

Table 2.5: Table of theoretical intensity ratios for the Mg VI 400.666 A /Ne VI 401.926 

A, and Ne VI 401.926 A /Mg VI (+ Ne VI) 403.3 A, assuming a relative abundance A6 

(Ne/Mg) = 0.5, for a pressure Pe = 10 14  (cm 3  K), different densities N (cm 3) and: 

a) without the consideration of a DEM; b) with a plume DEM (Del Zanna and Bromage, 

1999b); c) with a quiet sun (network) DEM (Del Zanna and Bromage, 1999a). The 

values calculated in Widing and Feldman for N = 1010  and those presented by Sheeley 

(1996) are also displayed for comparison in the last two columns. 

Pe =lOt4  N1o 8  N=1o'° 	N=101°  
Widing and Feldman (1993) Sheeley (1996) 

Mg VI 400.666 A /Ne VI 401.926 A 
(a)  1.42 1.50 	0.90 	 0.97 	 1.00 

(b)  2.91 3.03 	1.76 	 - 	 - 

(c)  2.18 2.28 	1.34 	 - 	 - 

Ne VI 401.926 A 1Mg VI (+ Ne VI) 403.3 A 
(a)  0.43 0.40 	0.65 	 - 	 0.61 
(b)  0.22 0.21 	0.36 	 - 	 - 

(c)  0.29 0.28 	0.46 	 - 	 - 

Two ratios have been selected, from the various possible combinations, the Mg VI 400.666 

A / Ne VI 401.926 A and Ne VI 401.926 A / Mg VI (+ Ne VI) 403.3 A. While the use of 

the first ratio is preferred, since the lines are unblended, the second is used more in the 

literature, since the Mg VI 403.31 A line is the brightest in the group, although blended 

with Ne VI 403.255 A. The moderate CDS spectral resolution makes the evaluation of the 

Mg VI 400.666 A line difficult, due to the proximity of other lines. 

The effects that different DEM distributions and different densities have on these two the-

oretical Mg/Ne intensity ratios were studied, calculating the ratios for a pressure P = 10' 

(cm 3  K), typical of coronal holes, and for densities N. = 108  and 1010  (cm 3), assum-

ing a relative Ne/Mg abundance A6 (Ne/Mg) = 0.5, with different DEM distributions. 

The adopted densities are extreme values, in the sense that previous density estimates of 

the quiet sun (at the Mg VI temperatures) have produced values within this range. It 

is therefore to be expected that the possible variations in density affecting the observed 

ratios are well within the range N = io - 10 10 . 

Table 2.5 shows the results. Case (a) is when the DEM is neglected in the calculation 

of the ratio (Equation 2.22). Case (b) is with a plume DEM (Del Zanna and Bromage, 



1999b), which represents an extreme case, because the steepening of the DEM curve is 

exactly where the differences between the Mg VI and Ne VI C(T) are maximum, and 

the DEM effect is greatest. Case (c) is with a more 'normal' quiet sun (network) DEM 

(Del Zanna and Bromage, 1999a). The values calculated in Widing and Feldman ( 1993) 

for N. = 1010 and those presented by Sheeley (1996) are also displayed for comparison. 

Table 2.5 shows that the DEM effect is more important than the density effect, and 

that the values the ratios have with different DEM distributions are quite different from 

the values stated by Widing and Feldman ( 1993) and Sheeley (1996) (and used in all the 

literature on this topic, for that matter), where no DEM effect was taken into account. 

It is therefore possible, if not probable, that some of the previous results on elemental 

abundances, if based on Mg VI/Ne VI lines, produced an underestimate of the Ne/Mg 

relative abundance of up to a factor of three. Work based on different pairs of lines (e.g. 

Mg VIl/Ne VII) can have produced much larger underestimates 

Some of the published Skylab data, that were used to produce estimates of element abun-

dances, were re-analysed, to see if the DEM effect played a role in those observations. 

This re-analysis of old Skylab data has shown that in most cases using the full DEM anal-

ysis made little difference. Only a couple of examples are briefly discussed here, because 

they are instructive. 

The first is the Widing and Feldman (1992) work on off-limb observations of a plume. 

This is the only work of abundance analysis on plumes ever published. In this work, 

which focused on the brightest plume observed by Skylab, Widing and Feldman (1992) 

derive a Ne/Mg relative abundance of 0.36, one of the lowest values observed. Although 

a complete DEM analysis on the same data was not possible, since only a few lines in a 

restricted temperature range were reported, a limited DEM analysis on those data has 

indicated that the correct relative Ne/Mg abundance is about a factor of two higher. The 

DEM and the DEMt methods are therefore not equivalent in this case, as expected, for 

the reasons explained above. More details on coronal hole plume elemental abundances 

can be found in Chapters 5 and 6. 

The second example is based on the re-analysis of the published data of an erupting 

prominence observed by Skylab and presented by Widing et al. (1986). The contribution 

functions have been calculated at the same constant density Ne = 1010  adopted in their 

paper. Also the same element abundances, derived in their paper were used, with the only 

difference that Widing et al. (1986) present their results in terms of abundances relative 

to Mg, while in the present work the abundances are given relative to H, assuming a 

Mg/H relative abundance of 4x10 5 . An estimated 10% error on the published values 

is reported on the data points. Figure 2.16 shows the comparison of the line emission 
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measures DEML and DEM analysis. The DEM in Figure 2.16 shows a peak around the 

temperatures where the Mg VI and Ne VI lines have maximum emissivities, and therefore 

at those temperatures the gradient in the DEM is small, and the two methods agree, as 

one would expect. 

The potential of CDS for determining abundances 

Unfortunately, all the low temperature lines (log T < 5.5 K) observed by CDS/NIS are 

from high-FIP elements (e.g. N, 0, Ne), while all the high temperature lines (log T > 5.9 

K) are from low-FIP elements (e.g. Mg, Ca, Fe, Si, Al), and the FIP effect is therefore 

difficult to study. However, considering first these two groups of elements, separately, the 

number of observed lines and their temperature overlap is good enough to determine quite 

accurately their relative abundances. For example, the same 0 III, 0 IV, 0 V and Ne III, 

Ne IV, Ne V lines observed by Skylab are observed by CDS, with a much better resolution, 

and the 0/Ne relative abundance can easily be checked as already shown. Furthermore, 

these lines are mostly density-insensitive and are observed by the same detector (NIS 2), 

therefore reducing any calibration problems. The same applies to high-temperature lines, 

which CDS observes mostly in NIS 1 and the GIS detectors. The number of observed lines 

is so large that density-insensitive lines can be used, and the determination of the relative 

abundances is not a problem. 

The scaling between high and low-FIP elements can be achieved using low-FIP low-

temperature lines and high-FIP high-temperature lines, that overlap in temperature. Un-

fortunately, NIS observes only a few of these, one Mg VI line at 349.2 A and three Mg VII 

lines in NIS 1, and a few Ne VI and Ne VII lines visible in NIS 2. The Mg V lines (NIS 1) 

are excluded because they are very weak and mostly blended. The determination of the 

FIP effect is problematic: 1) because there are only a few such lines, and they are visible 

in different detectors, thus making the relative intensity calibration between NIS 1 and 

NIS 2 a crucial issue (see Chapter 3 for a complete discussion); 2) these lines fall in the 

temperature range logT = 5.6 - 5.8, where the differential emission measure usually has 

a steep increase and the shape of the DEM curve affects the abundance determination 

most, as already explained; and 3) some of these lines are slightly density-sensitive. 

The Mg VI line at 349.2 A is a blend of four Mg VI transitions which are only slightly 

density-dependent at low densities (their total emissivity varies by 40% in the interval 

N = 1 . 108 - 1 . 109 cm 3 ). This Mg VI line has the further complication of being 

blended with a density-dependent coronal line, Fe XI at 349.046 A . However, the Fe Xl 

contribution can be safely neglected when observing coronal holes and the quiet sun on 

the disc, and the Mg VI 349.2 A line can be used in conjunction with the Ne VI 562.8 
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A when searching for a FIP effect in the solar features observed. The contribution of 

the Fe Xl 349.046 A line to the observed line can be estimated by combining theory and 

observations. In fact, at Ne  2 . io cm 3 , the intensity of the Fe XI 349.046 A line is 

1/20 of the intensity of the Fe Xl 341.113 A line, which is observed un-blended. Even in 

the cell centre regions, where the Mg VI intensity is low, on average the contribution of 

the Fe XI 349.046 A line to the blend was found to be less than 5 % for coronal hole 

observations. In any case, the Fe Xl contribution was included in the calculation of the 

G(T, N e). 

As for the previous example, this Mg VI/ Ne VI ratio is also strongly affected by the 

DEM effect. For example, assuming the photospheric abundances of Grevesse and Anders 

(1991), a constant pressure of 4 . io' (cm 3  K), and a constant DEM distribution, it is 

found from eqn. 2.20 that the theoretical intensity ratio I[Mg VI 349.17 A 1i Ne VI 562.8 

A] = 0.35. If the contribution functions are folded with a quiet sun DEM distribution 

for the cell centres (e.g. Figure 6 in Del Zanna and Brornage, 1999), the ratio increases 

to a value of 0.54, while if a coronal hole DEM for the cell centres (same figure) is used 

the ratio has a value of 0.66. Therefore, small variations in this Mg VI/Ne VI intensity 

ratio may be due, not just to real changes in the Mg/Ne relative abundance, but also to 

a change in the DEM distribution. 

Given the fact that only a few lines were available for analysis of the FIP effect from 

CDS/NIS observations, a large effort has been made to perform and analyse CDS/GIS ob-

servations to be used in support of the NIS observations, whenever possible. The CDS/GIS 

observes many useful lines for such an analysis, as for example the group of Mg VI, Ne 

VI lines around 400 A previously mentioned, and many other lines of ions that extend 

the overlapping region between the high-FIP and the low-FIP ions observed (e.g. the Ca 

IX 466 A and Ne VII 465 A lines). The use of different ions from different isoelectronic 

sequences is very important because it can help to indicate where the atomic physics may 

be in disagreement with the observations. 

Unfortunately, the analysis of GIS spectra is very complex, for example some of the useful 

lines can be affected by ghosts or second order lines. The use of GIS lines for abun-

dance analysis therefore strongly depends on an assessment of the performance of the GUS 

detectors, which will be described in the next Chapter. 
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Chapter 3 

The CDS instrument. Data 
analysis and calibration 
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Figure 3.1: The optical layout of the GDS instrument (from the WWW). 

The CDS instrument and data analysis are described in Harrison et al. (1995) and in the 

CDS software notes, available on the WWW. Since there is no user guide to CDS observa-

tions, the descriptions of the instrument characteristics that are given in this Chapter can 

be regarded as complementary (with examples) to those that can be found in the various 

software notes, although they reflect the personal experience and methods of data analysis 

adopted by the author, and should not be regarded as comprehensive. 
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The CDS instrument (Figure 3.1) consists of a Wolter-Schwartzschild type II grazing 

incidence telescope, a scan mirror, a set of different slits, and two spectrometers that 

do not observe simultaneously, the normal incidence spectrometer (NIS) and the grazing 

incidence spectrometer (CIS). 

The slits provide various fields of view (2"x2", 4"x4", 2"x240", 4"x240", 90"x240", 8"x50") 

and are normally oriented along the solar N-S direction. 

Any position on the Sun is commonly indicated by two coordinates, Solar X and Solar 

Y, also used to indicate the centres of the pointing of any CDS observation. Solar X is 

given in arc sec from the disc centre along the East-West (E-W) direction, while Solar Y 

indicates arc sec from the disc centre along the South-North (S-N) direction. Note that 

1" corresponds on the Sun to 700 km. 

The NIS is composed of two normal incidence gratings that disperse the light into the NIS 

detector, known as the viewfinder detector subsystem, or VDS. The gratings are slightly 

tilted, in order to produce two wave-bands (NIS 1: 308 - A and NIS 2: 513 - 633 

A ;  note that in this thesis abbreviations such as N 1 and N 2 are also used) on the same 

detector, one on top of the other (see Figure 3.2). The spectral resolution is = 0.35 A for 

NIS 1 and 0.5 A for NIS 2. Second order lines have been observed only in NIS 2. 

The NIS can provide monochromatic images of the solar field of view. This is accomplished 

with the rastering of a region, moving a mirror and producing contiguous images of one 

of the long slits. The rastering is performed from west to east (being the normal align-

ment of CDS with the slits in the solar N-S direction). More details of the NIS spectral 

characteristics, performance and data analysis are given in Section 3.1. 

The grazing incidence spectrometer (GIS) has a grazing incidence spherical grating that 

disperses the incident light to four microchannel plate (MCP) detectors placed along the 

Rowland Circle (GIS 1: 151 - 221 A, GIS 2: 256 - 341 A, GIS 3: 393 - 492 A and GIS 

4: 659 - 785 A; note that in this thesis abbreviations such as C 1 or Cl are used). The 

spectral resolution of the GIS detectors is about 0.5 A. Many second order lines have been 

observed in GIS 3 and GIS 4. 

The GIS is astigmatic, focusing the image of the slit along the direction of dispersion but 

not perpendicular to it. Images of the Sun are obtained using a pinhole slit and combining 

movements of the slit and of the scan mirror. Normally, the movements are such that an 

area of the Sun is rastered in a zig-zag pattern, starting from south to north and from 

west to east (in normal CDS alignment). More details of the GIS spectral characteristics, 

performance and data analysis are given in Section 3.2. 
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The pointing to any location is accomplished through two mechanisms, one external and 

one internal. The first is achieved with the use of external legs, that move the whole CDS 

instrument at 45 degrees to the N-S and E-W directions, with about 2" steps. The overall 

pointing accuracy of the CDS instrument has been at best 10". This meant that in many 

cases small target sources have been 'missed', that corrections for the solar rotation are 

very limited, and that accurate measurements need analysis (e.g. cross-correlations of the 

observation with large field of view images) to identify the real pointing. 

The solar rotation produces an apparent movement of any feature of about 10" in an 

hour at the sun centre. Considering that the typical duration of a CDS observation is 

one hour, rastering over a region of the order of one arc mm, the solar rotation is often 

a non-negligible effect in observations near sun-centre, and is further complicated by the 

differential rotation of the solar corona. 

CDS has feature tracking software, which moves the entire instrument, but since the 

accuracy of the movements is much less than the spatial resolution, it is not generally 

recommended. CDS software note #5  details the limitations, but in short these are: 

1) The minimum E-W movement is approximately 2". 

2) the actual movement may often be 2" ±2" with the result that the effect may be 'worse 

than doing nothing', depending on what effect was intended. 

3) The default interval for updating the pointing is 600 seconds. If an individual raster 

duration is less than this, no correction will ever occur. 

The internal movement is more accurate because it is done via the movement of the scan 

mirror and the slits, with 2" steps, and has a negligible error. It is limited to 4' in either 

direction. 

Telemetry constraints usually make it necessary to pre-select a number of NIS wavelength 

windows to be extracted on-board from the spectra, before the data are telemetered to 

the ground. 

An advantage of the 015 over the NIS is that it is possible to record spectra with short 

exposure times. In fact, with normal CDS telemetry the four 015 spectra can be down-

loaded in about 13s. Telemetry is therefore not a limitation for GIS, and the entire CIS 

wavelength range can be telemetered (and actually should, to have the possibility to then 

deghost the spectra, see Section 3.2). Observations are instead limited by the necessary 

exposure time to achieve sufficient signal. This exposure time is of the order of hundreds 

of seconds for coronal holes, much higher than the telemetry time. 
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An important aspect of the planning of CDS observations comes in the designing of the 

'studies' to be run by the instrument. Each CDS study is a sequence of commands to 

be sent to the spacecraft, containing pointing, exposure times, movements of the mirror 

and/or the chosen slit, and various telemetry instructions (for example the specifications 

of the extraction windows for the NIS). Chapter 4 describes the CDS studies that were 

used and those that had to be designed and developed to study coronal holes. More 

details of the main CDS characteristics that are of particular importance for the planning 

of observations are also described in Chapter 4. 

Since the CDS was new, it took almost two years before a correct approach to the data 

analysis was found, and before the proper software either became available or was devel-

oped by the author. As an example, during the first year of the mission, in 1996, there 

were no suitable IDL routines to perform a gaussian multi-fit of the spectra, and some of 

the data analysis was done using IRAF packages. Therefore, most of the data have had to 

be re-analysed more than once, as often happens during a learning process when analysing 

new data. In the following Sections 3.1 and 3.2, some aspects of the standard CDS data 

analysis reduction are covered, while more general software developed by the author for 

the analysis of the coronal hole observations is described in Chapter 4. 

The CDS wavelength region is rich in emission lines but is relatively unexplored. A large 

effort was devoted to the identification of the more than 500 lines present in the spectra, 

to writing automatic IDL routines for multiple line-fitting of all the lines present in the 

spectra, and to finding the most useful ones for the various diagnostic purposes. 

Because of the moderate resolution of CDS, the presence of second order lines and the 

various instrumental effects that will be described later, an analysis of CDS spectra of 

several different solar regions (e.g. active regions, quiet sun, coronal hole, plumes, on-disc, 

off-limb) was needed to achieve a correct identification of the lines. In fact, many lines 

observed by CDS are blends and in most of cases different lines become predominant in 

different solar regions. 

Also, it was important to develop a diagnostic method to be used for the line identifica-

tion. The DEM and abundance evaluation method already described in Chapter 2 was 

employed. It is interesting to note that very few works have presented solar EUV line 

identifications that are not simply based on line positions, but rather on diagnostic meth-

ods as used in this thesis. Malinovsky and Heroux (1973) were among the first to apply 

a diagnostic method (Pottasch, 1963) to confirm or reject previous identifications in the 

50-300 A range, using an integrated Sun spectrum with 0.25 A resolution taken with a 

grazing-incidence spectrometer flown on a rocket in 1969. 
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Comparison with higher resolution spectral data also helped assessment of line identifica-

tion and blending. As described in Chapter 1, there have been only a few studies that could 

be used for this purpose (Malinovsky and Heroux, 1973; Firth et aL, 1974; Reliving et al., 

1976; Dere, 1978a; Dere, 1982), which observed the entire sun and/or active regions. Aside 

from these, the most useful studies are those based on the SERTS flights, mainly the 1989 

flight (Thomas and Neupert, 1994; Young et at, 1998) and the 1995 one (Rvosius et al, 

1998a; Brosius et al., 1998b) 

The importance of CDS/GIS observations for abundance analysis was the motivation for 

the large and original effort by the author in analysing GIS spectra. To obtain a better 

understanding of the in-flight behaviour of the GIS detectors, three early (two first-light) 

GIS observations representative of different types of coronal emission were analysed: an 

active region, the quiet Sun and a coronal hole. The main goals of this work, presented in 

Section 3.3, were to identify the principal emission lines, study the characteristics of spectra 

of different regions, evaluate which lines could be used to perform density and temperature 

diagnostics, and check the wavelength and intensity calibration. This work contributed to 

one of the papers that described the first science results from CDS (Mason et at, 1997). 

3.1 The normal incidence spectrometer 

The VDS detector is mainly composed of a microchannel plate and a 1024x1024 pixels 

charge coupled device (CCD), composed of four square sections. The CCD was orientated 

with its columns parallel to the slit alignment. Therefore, any pixel Y position should rep-

resent a single Solar Y point, while the grating dispersion is along the pixel X coordinates. 

In reality, the CDS alignment is more complex, as shown in Figure 3.2 and described 

below. 

A pixel in the detector Y direction corresponds to 1.68". The extent in Y of the long 

slits (240") is therefore 143 pixels on the detector. A pixel in the detector X direction 

corresponds to about 0.07 A for NIS 1 and 0.11 A for NIS 2. 

Unfortunately, the NIS spectra contain a large scattered light ( 'background') component 

when observed on the solar disc. The NIS 1 spectral region, where CDS has many poten-

tial diagnostic lines, is the most affected. This scattered light produces a spatially and 

wavelength-dependent background component in the spectra, and is most intense in the 

network spectra, as shown in Figure 5.5. 

Typically, in the NIS 1 channel, the scattered light component is a factor of 2 higher in the 

network areas than in the cell centre areas. The background level can be of the order of 
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the peak intensity of most of the PUS 1 lines (see, e.g., Figure D.1) in coronal hole regions, 

and also in the quiet sun. The background determination provides the major uncertainty 

in line intensity measurements. This scattered light is also strongly wavelength-dependent 

in some areas (as can be seen in many of the spectra presented in this thesis), in particular 

in bright regions of the network. Because of this, in general only results from comparison 

of lines close in wavelength were relatively free from such an uncertainty, and in any case 

this diffuse background component should be carefully removed. 

During the first year of analysis , the data were first intensity-calibrated, and the lines 

subsequently fitted. Because of the wavelength-dependence of the calibration, it was diffi-

cult to correctly subtract the diffuse background component. Because of this, and because 

the intensity calibration was uncertain, it was then decided to perform the fit directly on 

the photon-event spectra. This also allowed a more appropriate evaluation of the errors, 

and the possibility of applying different intensity calibrations to the data. 

In the following, the procedure that was used to analyse the NIS data is outlined, specifying 

some aspects of the CDS data reduction. 

Subtraction of the CCD bias 

This is accomplished by the CDS routine VDS_DEBIAS. All rasters used by the author 

were designed to include four VDS background windows in the corners of the CCD. Average 

CCD readout biases are removed from each of the four CCD sections. The error associated 

with this step is small when compared to the scattered light. Raw data from the VDS 

detector are in 'ADC' (Analog to Digital Conversion) units. After applying VDS.DEBIAS, 

the units of the data are 'DEBIASED-ADC'. 

Cosmic ray removal 

An effect that strongly constrains the observations is the presence of cosmic ray hits. Ex-

posure times cannot be too long, otherwise cosmic rays literally wipe out the use of large 

fractions of the spectra. Various software routines are available to automatically 'flag' 

cosmic ray hits with 'missing' values, but an interactive check is highly recommended, 

although this takes a very long time if the number of exposures and extraction windows 

is large. The CDS routine CDS..CLJEAN.JMACE was used by the author, together with 

XCDS.COSMIC. Figure 3.2 shows some cosmic ray hits flagged as missing with this soft-

ware. Often, the number of cosmic ray hits is such that a line profile in one exposure is lost 

and no line intensity can be deduced. Therefore, it is highly recommended to raster small 

regions on the sun a few times, clean the single spectra from the cosmic rays, and then 
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Table 3.1: The burn-in factors for some lines, as applied by the standard CDS software, 
for two dates one year apart. Note the increase of the correction with time and that in 
1997 the brightest line in NIS 2 already had a 40% in peak intensity depression. The 
wavelengths correspond to the predicted position of the lines for the observations on 1st 
Sept 1997 (there is a time-dependent wavelength calibration). 

Line 	 Detector 1st Sept 1997 1st Sept 19961 

Fe XVI (bI) 335.407 A NIS 1 0.141 0.095 

Fe XI 341.117 A NIS 1 0.005 - 

Si X 347.390 A NIS 1 0.080 - 

Si X 356.023 A NIS 1 0.081 0.006 

Fe XVI 360.763 A NIS 1 0.165 0.093 

Fe XII 364.456 A NIS 1 0.096 0.051 

Mg IX 368.086 A NIS 1 0.226 0.146 

o III 525.863 A NIS 1 0.104 0.050 
He 1 537.108 A NIS 2 0.161 0.112 

o IV 554.499 A NIS 2 0.236 0.146 
He I 584.370 A NIS 2 0.419 0.321 

o III 599.620 A NIS 2 0.124 0.082 
Mg X (bI 0 IV) 609.818 A NIS 2 0.268 0.158 
Mg X 624.990 A NIS 2 0.189 0.099 
o V 629.819 A NIS 2 0.369 0.274 

average the spectra. In this way, the effect of the cosmic rays is removed (unless cosmic 

rays hit the same emission line at the same spatial position along the slit). Another way 

of reducing the effect of the cosmic rays is to spatially average the line profiles. 

Corrections for fiat-fielding, burn-in and nonlinear effects, using VDS..CALIB 

The flat field of the detector presents variations of only a few percent. However, before 

the spectra are divided by the appropriate parts of the flat field, the burn-in correction 

is added to the flat field. The VDS detector sensitivity decreases with time in the most 

strongly illuminated areas (i.e. in the centres of the brightest lines), because of local gain 

depression (burn-in). This has been monitored since launch using wide slit observations. 

The line profiles are reconstructed, adding to the flat field some gaussian 'absorption' 

profiles with a predicted width, position, and normalized peak intensity. Table 3.1 shows 

some of the lines that need such a correction. Note how the correction changes with 

time, and how considerable it is. For example, the He 1584 A line, the brightest in these 

detectors, had already in September 1997 a burn-in of 40%. This correction is accurate 

(to a few percent) only for the bright and un-blended lines. 

VDSCALIB, after dividing the spectra by the flat field, corrects the exposure time and 

divides it into the data to give the ADC count rate. The correction to the exposure time is 
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due to the electronic shuttering, which makes each exposure slightly longer (0.1165 seconds 

for the normal VDS operating voltage). VDSCALIB also applies a correction for non-

linear effects at high count rates (ADC counts per photon, a function of the voltage). 

Then, the VDS throughput is divided into the data to convert from DEBIASED-ADC 

count-rate to photon-events/pixel/s. The term "photon-events" refers to those EUV pho-

tons which actually interact with the detector. For the subsequent data analysis, it is useful 

to also have the spectra in photon-events/pixel and so the output from VDS_CALIB is 

multiplied by the 'corrected' exposure time. 

Correction for geometric distortions, using VDSJtOTATE 

Unfortunately, it is not possible to make in-flight adjustments to CDS to correct for, e.g. 

distortion during launch. This has resulted in a series of effects, that can only be partially 

corrected for during the data analysis. 

First, it seems that the NIS instrument is not in focus. In fact, the line widths created by 

the 2" and 4" slits appear to be about the same, and much larger (by factors -s  2) than 

in pre-flight measurements. No correction is possible. 

Another optical factor to take into account in the data analysis is the fact that the centres 

of the various slits are not co-aligned, which has the consequence that images taken will 

not be aligned in the Y-direction. However, images taken with different slits by the author 

show that the 4"x4" and the 4"x240" slits are co-aligned, in accordance with results based 

on other work (D. Pike, priv. comm.), which have shown for the other slits misalignments 

of up to 4". 

Then, the spectra are slanted, in the sense that the dispersion direction is tilted relative 

to the rows of the VDS CCD, with different angles for NIS 1 and NIS 2, as shown in 

Figure 3.2. This is the main effect. On top of this, the spectral lines appear to be tilted 

relative to the dispersion direction (i.e. the angle they for with the dispersion direction 

is not 90 degrees, and varies). The slant of the spectra complicates the planning of a 

CDS 'study' and data analysis. A correction for the slant and tilt of the lines can be 

done in two ways, one during the data planning and one in the analysis (by the routine 

VDSJIOTATE). 

During the planning of a CDS 'study', the CDS routine MFLRASTER makes the following 

adjustment. If a study is designed with specific data extraction windows then the windows 

are positioned on the detector at different row positions to allow for the slant. Using this 

method, data extracted at any of the wavelength windows are co-spatial on the Sun to 
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within one pixel in Y. The usual extraction window height is 143 pixels, corresponding to 

240". 

For studies that use the full default extraction window the correction for slant has to be 

applied during data analysis, and it is important in the planning phase to extend the 

Y-size so that a sufficiently large area of the detector is extracted, to cover the full rotated 

spectrum. In the data analysis, VDSSOTATE is used to rotate the entire NIS 1 and NIS 

2 spectra to correct for the slant and tilt. In this category there are two further types 

of CDS 'studies', one that extracts the full spatial positions along the slit (as done in 

the spectral atlases) and one with a shortened extraction along the slit (case shown in 

Figure 3.2). In the case of spectral atlases, two windows of 1024x160 pixels are extracted. 

VDS_ROTATE pivots around the centre of the data. There is a difference in the height 

of the unrotated data for NIS1 and NIS2, where the first is 160 pixels in height, and the 

second is only 153 pixels. Therefore, NIS1 data pivots around vertical pixel 79.5, while 

NIS2 data pivots around pixel 76. Thus, there is a 3.5 pixel difference in the positions due 

to that effect. VDS..ROTATE then cuts the two spectra to 143 pixels, although two arrays 

of 1024x160 pixels are given in output. In the other case, with shortened extraction along 

the slit, there is no difference in the height of the unrotated data for NIS1 and NJS2, and 

the spectra are rotated around the centre of the data. 

In any case, the slant of the two channels is such that about 30" along the slit direction 

is lost, if one is interested in having all the NIS spectral information at the same spatial 

position. Figure 3.2 shows the rotated NIS 1 and NIS 2 spectra. 

The tilt of the lines can be partially corrected for by applying the routine VDS_ROTATE 

to the spectra, or by adjusting the wavelength calibration 

The NIS wavelength calibration also has some peculiar aspects. The wavelength calibration 

requires a 'scan mirror correction', which appears to be different for different observations. 

Then, the NIS wavelength calibration has been found to be a function of the CDS optical 

bench temperature (D. Pike, priv. comm.), which continuously changes depending on the 

solar illumination, and which has been observed to cause shifts of up to a pixel (0.1 A), 
which for a strong line such as 0 V 629 A corresponds to a velocity of 56 km/s. 

Even after all the possible tilt and wavelength corrections, the line profiles are not strictly 

gaussian, and residuals to gaussian fits show peculiar spatial patterns still not explained. 

Recently, Haugan (1999) has suggested that a possible explanation for some of these 

features is an asymmetric tilted point spread function. 

In conclusion, NIS does not have an accurate 'standard' wavelength calibration, and there- 

fore, in the absence of any reference wavelength scale, most absolute wavelength measure- 
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ments are subject to various uncertainties. Also, the NIS shows a series of geometrical 

effects that are not well understood and are difficult to explain, and can only be partially 

corrected for. 

Spatial resolution and binning along the slit 

It has to be noted that the resolution of the instrument (FWHM of the Point Spread 

Function or PSF) is at least 5-0. Therefore, the pixel resolution (1.68") along the slit is 

much less than the spatial resolution, and the spectra can be binned without losing any 

spatial information. Binning over two pixels was applied to all the NIS data during the 

analysis. This not only reduces by a factor of two the data volume, but is also useful in 

reducing the effect of the cosmic rays, since it is an averaging process. 

Alternatively, binning can be implemented on-board as has been done for some CDS 

studies developed by the author (see Table 4.1), to reduce the telemetry time. 

Line-fitting 

Line intensities were obtained by using multiple-line-fitting IDL routines (CFIT package, 

Haugan, 1997) on the spectra, assuming gaussian profiles, and removing the 'background' 

by fitting polynomials. 

The CFIT package has many advantages, compared to many other line fitting packages 

found in the literature (and tested). It is very flexible, in the sense that any type of line 

profile and/or background, with any number of parameters can be fitted; any number of 

lines can be fitted over a wavelength region (although large numbers considerably slow the 

process); the parameter's values can be allowed to vary within some fixed ranges, or can 

be kept constant; each fitted line's parameters can be checked and modified interactively. 

The fit is performed with a non-linear weighted least squares fit, optimizing an initial 

user-supplied set of parameters in order to find the best agreement between the chosen 

model function and the observed data. 

Many IDL routines have been written by the author to apply the routines of the CFIT 

package to different types of observations. For example, in some cases each CDS NIS 

'study' is composed of a scan with the long slit in the X-direction, giving two spatial 

dimensions. The data to be analysed is in this case a 'cube'. In other cases, there can 

be a time dimension to be added, or only one spatial dimension, if one is interested in 

the line variation along only one spatial direction. In any case, the fit is actually done 

for a one-dimensional spatial-temporal dimension at a time, i.e. on a single spectrum, 

intensities versus wavelengths. 
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Gaussian profiles have been assumed for the analysis of NIS spectra, and therefore the 

parameters are the peak intensity 1o, the central wavelenghth, and the full width of half 

maximum FWHM. In many cases lines are closely spaced, and a proper de-blending can 

only be done if ranges for the positions and widths are given. Only 'real' lines that have 

a width at least equal to the instrument resolution are fitted. 

Since different CDS 'studies' extract different spectral ranges, routines that could auto-

matically analyse any type of NIS data were written. This was done first by writing a 

database with the parameters (values, minimum and maximum range, for a total of about 

1500 values) of all the lines observed by NIS in all solar regions examined, a total of more 

than 165 lines. 

Then, two sub-types of fitting routines had to be written, one to analyse full spectral data, 

and one for the 'windowed' data. In fact, the line fitting programs cannot cope with too 

many lines to fit, and the full spectral data had to be fitted in sections. The windowed 

data, on the other hand, have to be merged whenever possible, to allow a better evaluation 

of the background. 

In either of these two sub-types of fitting routines, the fit on the background is performed 

first. To do so, all the pixels that correspond to regions where lines are expected are flagged 

with weights=O., and the routine therefore attempts a polynomial fit to the remaining 

pixels. This is done for the full spectral data over the whole spectral range, before dividing 

the spectra into sections for the fit of the lines. 

Then, the integrated line intensities are estimated from the background-subtracted spectra 

by summing pixel values. This first estimate is very close to the final value that is provided 

by the gaussian fit for well separated lines, if a correct position and width of the lineare 

given. This has been checked on many test cases. 

After this, the peak intensities are estimated and given to the line fitting routine, with 

the position and FWHM as an initial value, to speed the fitting process; this can take 

a long time (of the order of an hour on a Digital workstation for a typical medium-size 

NIS raster). The background can be allowed to vary. Then the fit is interactively checked, 

adjusting some parameters as necessary. This is also time-consuming. The parameters are 

then saved in IDL save files, together with the processed data and various information. 

This is the first step of the analysis completed. 
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Error estimates. 

The various noise sources associated with the NI spectrometers are described in Thompson 

(1997). As well as Poisson noise associated with the photons which interact with the detec-

tor, there is another source of noise due to the fluctuation in the amount of amplification 

in the detector system, known as the pulse height distribution (PHD). This latter effect 

can be assumed to be comparable to the Poisson noise. Other sources of noise are only 

detector-dependent. The readout noise 11 has been found to vary from 0.62 to 0.83 photon-

events/pixel, and therefore has an effect only at low light levels. A value of 0.7 is assumed 

in this work. 

If N is the total number of photon-events in a line, the Poisson noise is /W, and assuming 

that the PHD component is comparable, and adds in quadrature, the total photon noise 

is ON = ./2 * N + 112  * pir, where n, is the number of pixels being summed over and 

H is the readout noise per pixel. In reality, the main source of error (not mentioned 

in Thompson, 1997) in determining intensities in NIS spectra is the scattered light in the 

detector, and what we want to measure is the intensity of each background-subtracted line 

I = N - B, where B is the total background intensity over the line. The noise associated 

with the background is again a5 = J2 * B + 112  * n,j, and the error on the intensity I is 

therefore 

= 	+ c4 = /7}+ B) + fl2 * n1 + 2 * B + 112  * 	 ( 3.1) 

In the case of naysq  spectra averaged, we have to divide aj by 

Another way to determine the error on the intensity is directly from the errors on the 

parameters of the fit. All the line profiles have been assumed to be gaussian, and the total 

intensity in the line has been derived from the peak amplitude 10  and the line full-width-

half-maximum FWHM (in pixels): 

jo FWHM 	 (3.2) 

Since the fitted peak amplitude 10  and the FWHM are not statistically independent, in 

the sense that too high FWHM favors too low 10  and vice versa, the error on the intensity 

aj has been calculated from: 

0121072 	FWHM 2  

I 2 Io  FWHM 
(3.3) 

In most cases, the errors derived from (3.3) are very similar to those from (3.1). Unless 

stated, the errors derived from the parameters (3.3) are those presented in this thesis. 
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The intensity calibration 

The CDS routine NIS_CALIB performs the conversion from photon-events/pixel/s to the 

calibrated default units 'photons/cm 2/sec/arcsec 2 '. The conversion factor from arcsec 2  to 

steradians is simply (7r/(180 x 602))2 r  2.35 x while the conversion from photons to 

ergs is he/A 1.986 x 10 -8 /A, where A is in Angstroms. There are several factors which 

determine this final conversion of the data from photon-events to absolute units. 

1. The absolute sensitivity ef(A) [counts/photons] as a function of wavelength. 

The absolute sensitivity of the NI spectrographs is a combination of the reflectivity 

of the primary mirror, the secondary mirror and the scan mirror, the efficiencies 

of the gratings, and the quantum sensitivity of the VDS detector. The wavelength 

dependence of absolute sensitivity is therefore a combination of the wavelength de-

pendence of all these various factors. The sensitivities were measured on the ground 

at only a few wavelengths (see Figures 3.28, 3.29, and 3.30). See the calibration 

Section 3.4.10 for more details. 

2. The telescope aperture A(k) [cm 2]. 

A(k) is a function of the scan mirror position (k), because as the scan mirror moves, 

the two NIS gratings are 'seeing' apertures of different sizes. 

The variations, around a median value of 27-28 cm 2  (for NIS 1-2) are considerable 

(-.' 20%) over the full extent of the scan mirror positions (4'). The CDS routine 

GETJ3FF_AREA provides the pre-flight values of A(k), and these have been con-

firmed by in-flight measurements (W. Thompson, priv. comm.). 

3. Angular width of the slit. 

The values are well known. 

4. The exposure time. 

Note that, unless stated otherwise: all the NIS spectra presented in this thesis are in 

photon-events; the spectral line intensities in the Figures are in phot 	cm 2  arcsecT 2 ; 

the intensities in the Tables are in ergs s 	cm 2  sr'; the intensity ratio values, both 

in Tables and in Figures, are obtained from the intensities in ergs s cm 2  sr', and 

therefore, for clarity reasons, are indicated as 'ratio values (ergs)'. The errors in the 

intensities do not include all the systematic errors that can come from all the correction and 

calibration factors above-mentioned, of which the main one is the error in the instrument 

sensitivities, discussed below. 
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3.2 The grazing incidence spectrometer 

The €115 detectors (Breeveld, 1992; Breeveld, 1996) are composed of a stack of micro-

channel plates (MCP5), and a spiral anode (SPAN) to read the position and charge of the 

electron cloud created by the MCPs. The reading is converted with an 8-bit analogue to 

digital converter (ADC) which outputs data at (x, y) position values (known as GIS raw 

data). The (x, y) values form a spiral in cartesian coordinates (see Figure 3.3), which 

contains all the one-dimensional spectral information (the GIS being astigmatic, no more 

information is needed). The wavelength varies with distance along the spiral and the 

width of each arm is related to the noise in the electronics. 

Figure 3.3: The spiral pattern of a GIS observation (courtesy of R. Bentley). 

A set of parameters, called a look up table (LUT) is produced for each detector, fitting 

this spiral pattern, in order to convert the signal produced by the photon events to an 

array of 2048 spectral data points as a function of wavelength. 

Because the gain in the micro channel plates is sensitive to the intensity, the voltages 

applied to each detector are adjusted depending on the slit used and the solar conditions 

(active or quiet sun), creating different spiral patterns, each requiring a different set of 

LUTs. 

Because it takes too long to telemeter to the ground the raw data, this is done only once in 
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a while to generate the LUTs. Normally the raw data are converted on-board by applying 

a set of LUTs, uniquely identified by a number GSET_ID, to the raw data. Various sets 

of LUTs are stored on-board for use, and loaded before the GIS starts exposing (it takes 

about half an hour). It is important, during planning, to select the correct set of LUTs 

(i.e. GSETJD number) for the type of observation, otherwise the telemetered spectra are 

not usable. 

The GIS spectra have various effects that must be carefully considered before starting 

any data analysis. Some effects are typical of any MCP detector, and are electronic dead 

times, short term gain depression and long term gain depression. 

The GIS operates by sending a continuous stream of event positions to the Command 

and Data-Handling System (CDHS). The various electronic dead-times are such that any 

events occurring within about 10 ms of each other will be rejected, and higher rates will 

render the data meaningless. 

Short term gain depression occurs when count rates per pixel are above 40. In this situa-

tion, the MCP cannot re-charge fast enough to provide full gain for every event, and the 

data are not usable. 

Long term gain depression is an ageing effect, a reduction in detector sensitivity over a long 

time interval due to continued illumination. The applied high voltage can be increased to 

compensate for the decrease in the MCP gain with time. However, the gain depression 

will be greatest at the position of the brightest lines so a wavelength-dependent effect 

will remain. Corrections for flat field and long term gain depression were not included in 

reduction of data for this thesis since they are not yet available. it is known, however, 

that these corrections are small. 

Some other effects are very peculiar, and are related to the finite number of bits employed 

in the ADCs, and the noise of the electronics, that create distortions in the spiral pattern 

and wrong encoding by the LUTs. These are fixed patterning and ghosts, and are described 

in detail in the following two Sections. Some of the results presented in these two Sections 

are based on the analysis of GIS observations described in Section 3.4.4, and are also 

partially reported as contribution of the author in Landi et al. (1999a). 

3.2.1 Fixed patterning and line profiles 

The profiles of the GIS lines are predominantly instrumental. They are corrupted by 

the superposition of a spiky effect on the whole spectrum, referred to as fixed patterning. 

Counts falling near the boundary of a pixel can be shifted to neighbouring pixels, producing 

105 



narrow spikes and troughs in the profiles of the emission lines. Weaker lines can appear 

swamped by this effect. Figure 3.4a shows a portion of the GIS 1 spectrum, as an example. 

It is not only impossible to define a line profile, but even hard to recognise the presence 

of weak lines. Fixed patterning should not alter the total counts recorded in an emission 

line; it merely displaces some of them 

It is evident that it is necessary to apply some kind of correction in order to restore the 

original line profiles and to clean weak lines without altering the total intensity of the 

lines. This is important since a fixed patterned line profile is an obstacle to any fitting 

routine, which tries to adapt a selected analytical line profile to the input data. This 

is particularly important in the case of unresolved blending of lines. Strong departures 

from smooth profiles cause additional uncertainties in the evaluation of line intensities, 

and moreover can make it impossible even to fit weak lines. 

Since it is impossible to rebuild the original pixel intensities from the observed spectrum, a 

smoothing technique, which does not change the total count-rates, is the only 'correction' 

that can be applied. 

Many smoothing methods are available. In order to evaluate the effect that a smoothing 

procedure has on the 015 spectra, three different methods have been applied to a spectrum, 

and their effects compared. This was done by applying the same line fitting procedure to 

the smoothed spectra, and comparing the derived intensities with those obtained by simply 

summing up the pixel intensities over the entire 'line profile'. Since the fixed patterning is 

expected to simply shift counts to neighbouring pixels, summing the pixel values should 

give the most accurate measurement of the intensity of an un-blended, well isolated line, 

because it is independent of the type of line profile adopted. Unfortunately, the moderate 

resolution of the 015 does not allow this to be applied for most of the lines 

The three different methods chosen are: boxcar filtering with 3 pixel width, convolution 

with a gaussian function with a 2 pixel-wide a, and Fourier filtering of proper width. The 

widths of the filtering kernels were chosen in order to reasonably smooth the GIS spectra, 

with the smallest broadening of the line profiles. In Figure 3.4 a comparison between the 

original 015 1 spectrum and the results of the three smoothing procedures is reported 

between 169 A and 176 A. 

It is possible to see that the shape of the spectrum is much improved by all three smooth-

ing procedures. It is important to note however that the 3-pixel boxcar smoothing (Fig-

ure 3.4b) is not able to remove completely the effects of fixed patterning, though these are 

greatly reduced, and produces double peaked line profiles, more evident for most of the 

GIS 1 lines and less pronounced in the lines observed in the other spectral windows. 
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Figure 3.4: Effects of different smoothing procedures applied to a portion of the GIS 1 

active region spectrum. a: original spectrum; b: box-smoothed spectrum; c: Fourier-filtered 

spectrum; d: Gaussian-convolved spectrum. 

Fourier filtering (Figure 3.4c) produces nearly gaussian line profiles and a very clean 

spectrum, but alters the background, making it very difficult to distinguish weak spectral 

features as real lines or spurious effects produced by the smoothing procedure. 

The gaussian convolution is able to clean line profiles (Figure 3.4d), and the resulting lines 

are close to gaussian-shaped profiles (as expected), with a flat background. 

Line profiles. 

However, various tests done on all the GIS spectra have shown that none of the smoothing 

procedures is able to provide gaussian profiles, unless a significant loss of spectral resolution 

is accepted, increasing the widths of the kernels. Moreover, these tests have also shown 

that, whichever smoothing procedure is applied, each line in the GIS spectra presents a 

slightly different (and wider) smoothed profile. The GIS 1 is the worst channel in this 

respect, where many lines are double-peaked. 

Some of these (unexplained) effects must be due to the MCPs or to some distortions related 

to the optics. In fact, pre-flight observations (Bromage et al., 1996) did show the fixed 

patterning effect, but not anomalous tine profiles. Also, the line widths were narrower (by 

about a factor of 2, see the comparison in Landi et at., 1999a) than those that are observed 

in-flight, even after including a broadening correction due to the fact that the ground 

calibration used a narrow-beam source of EUV radiation. It is therefore possible that 

distortions took place during flight, some of which might be common to the NIS, which has 
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also shown larger in-flight line widths and various geometrical effects, as already described. 

Another explanation for the anomalous line profiles can be found in the fact that the line 

positions were observed to shift depending on which part of the aperture is illuminated, 

an effect reported in Bromage et al. (1996) (see Figure 24) and measured scanning the 

aperture with the narrow-beam source. Since the Sun fully illuminates (usually) the 

aperture, the resulting observed line profile would be a superposition of different line 

profiles shifted between each other. Double-peaked line profiles can therefore be created. 

In addition to these profile anomalies, there are some variations of the line widths along 

each detector as expected, due to the configuration of the detectors (which are flat) along 

the curved Rowland Circle. 

In conclusion, the GIS line profiles (that in any case are instrumental) are anomalous and 

therefore the spectral resolution of the GIS depends on the type of smoothing adopted to 

reduce the effects of the fixed patterning. 

Comparison of different smoothing procedures. 

In order to quantitatively compare the three different smoothing procedures, it is necessary 

to use a line fitting routine that adapts a known line profile to the observed spectral lines, 

to obtain the line intensities. Due to the complexity of the GIS line profiles, the adopted 

method has been to use gaussian profiles. First, the line fitting routines of CFIT (see 

above) and ADAS (Summers et al., 1996) packages have been applied (in collaboration 

with E. Landi) to the same dataset, to evaluate the effect a different line fitting routine 

has on the results. A general agreement was found, with differences between the results 

smaller than = 5% for the strongest lines. These differences were ascribed to the different 

evaluation of background in the two packages, which results in larger differences for weaker 

lines. It is worth noting that the 015 background emission results from a combination of 

true continuum emission, scattered light, detector effects (some of which are present at 

the edges, others that are related to ghosting, see below), and a contribution from weak 

emission lines. A proper evaluation of the background emission will only be possible when 

detector effects have been removed through proper flat-fielding. 

The CFIT package was used to deduce line intensities, positions and widths for 015 spectra 

filtered with the three smoothing procedures. Table 3.2 reports the results in terms of line 

intensities and widths for some lines of the 015 1 'raw' and smoothed spectra. 

The same linear background has been adopted for the four spectra. This choice is suggested 

by the fact that the boxcar filtered spectrum and the gaussian convolved spectrum have a 

nearly identical background. The Fourier filtered spectrum instead alters the background 

more significantly. Table 3.2 shows that there is good agreement between the intensities 
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Table 3.2: Comparison of fitting results. In the first column are the results of fitting the 
original spectrum, then the results from the three spectra smoothed using different methods. 
In the last column the results from the sum of counts from the original spectrum is given. 

The same background was imposed in all 4 cases. 

ion Wavelength (A) Original sp. Boxcar Sm. Fourier Sm. Gauss Sm. Sum of counts 

Line widths (pixels) 

Fe IX 171.07 0.49±0.01 0.51±0.01 0.52±0.01 0.54±0.01 	 - 

o vi 173.00 0.65±0.11 0.65±0.07 0.65±0.07 0.65±0.07 	 - 

Fe X 174.53 0.47±0.01 0.49±0.01 0.51±0.01 0.51±0.01 	 - 

Fe X 177.24 0.47±0.02 0.61±0.02 0.65±0.02 0.65±0.02 	 - 

Fe XI 180.41 0.45±0.01 0.45±0.01 0.50±0.01 0.48±0.01 	 - 

o vi 184.00 0.60±0.06 0.60±0.05 0.37±0.05 0.60±0.05 	 - 

Fe X 184.54 0.49±0.01 0.38±0.01 0.51±0.02 0.41±0.01 	 - 

Fe XII 186.87 0.50±0.01 0.52±0.01 0.51±0.01 0.56±0.01 	 - 

Fe X 190.00 0.51±0.02 0.59±0.02 0.57±0.03 0.57±0.02 	 - 

Fe XII 192.39 0.60±0.01 0.65±0.01 0.65±0.03 0.65±0.02 	 - 

Fe XII 193.52 0.40±0.01 0.43±0.01 0.41±0.01 0.46±0.01 	 - 

Fe XII 195.12 0.42±0.00 0.42±0.00 0.41±0.01 0.46±0.01 	 - 

Fe XIII 196.54 0.60±0.03 0.50±0.04 0.46±0.01 0.54±0.04 	 - 

Fe XIII 200.02 0.51±0.01 0.54±0.03 0.53±0.01 0.57±0.04 	 - 

Fe XIII 201.13 0.44±0.01 0.46±0.02 0.46±0.01 0.49±0.02 	 - 

Fe XIII 202.04 0.44±0.00 0.45±0.02 0.47±0.00 0.47±0.02 	 - 

Fe XIII 203.80 0.40±0.00 0.41±0.01 0.46±0.00 0.46±0.01 	 - 

Fe Xiv 211.32 0.52±0.02 0.49±0.02 0.50±0.01 0.52±0.52 	 - 

Line intensities (phot 3'cm 2 arcsec 2 ) 

Fe iX 171.07 2996±54 3372±60 3635±62 3538±57 3567±61 
o vi 173.00 154±23 187±22 199±22 196±21 212±18 
Fe X 174.53 2257±51 2453±59 2557±60 2487±54 2591±52 
Fe X 177.24 1228±58 1561±54 1653±53 1599±48 1530±40 
Fe Xi 180.41 1993±46 2042±50 2259±54 2126±48 2192±48 
o vi 184.00 147±14 188±15 121±16 184±15 261±18 
Fe X 184.54 744±20 633±20 790±36 645±20 740±29 
Fe Xii 186.87 1189±23 1279±24 1319±37 1318±24 1300±37 
Fe X 190.00 387±15 480±17 491±27 474±17 465±23 
Fe XII 192.39 939±24 1042±25 1020±56 797±25 1005±33 
Fe XII 193.52 1359±24 1418±25 1409±37 1427±26 1418±39 
Fe Xli 195.12 1809±27 1866±28 1883±41 1897±28 1872±44 
Fe XIII 196.54 303±16 342±28 346±6 363±28 354±21 
Fe XIII 200.02 270±5 284±20 290±5 292±21 275±19 
Fe XIII 201.13 477±6 489±26 494±6 496±27 505±24 
Fe Xlii 202.04 851±8 939±36 980±9 970±38 981±33 
Fe Xlii 203.80 987±8 1266±38 1357±10 1327±40 1306±37 
Fe Xlv 211.32 615±26 748±30 798±29 786±786 764±29 
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derived from the smoothed spectra and those derived by the total sum of counts, with 

differences smaller than 5 % in most cases, with the only exception being lines short-

ward of iso A for which the double peaked profile is most pronounced. The smoothing 

procedures therefore all provide values close to the correct ones. 

On the other hand, the results of the line fitting on a raw spectrum are such that intensities 

are usually reduced, with differences up to 25 %, showing how it is important to smooth 

the spectra before any fit is done and a gaussian fitting profile is used. 

The agreement between the results obtained from each of the smoothed spectra is always 

better than 10 %. Only a few very weak lines show greater differences between the Fourier 

filtered spectrum and the other two due to strong background alteration. The line widths 

are also slightly different for the various smoothing procedures, while the line positions 

are very similar. 

Unless otherwise stated, the smoothing adopted for the GIS data is a convolution with a 

gaussian profile of a = 2 pixels. 

3.2.2 Ghosts 

For some lines, the cluster of photon events will tend to spread across to the neighbouring 

arms of the spiral. This happens when the width of the spiral is broadened by electronic 

noise. This effect tends to occur only in those regions where the spiral arms are close 

together, and can lead to spreading to one of the adjacent arms (or both). Now, once a set 

of LUTs is applied to the data on-board, i.e. a particular spiral pattern is assumed appro-

priate for the data, the original information is lost. In terms of counts versus wavelength, 

this means that a portion of the counts belonging to a line can be shifted into different 

parts of the telemetered spectrum, giving rise to spurious spectral lines if they fall in 

a spectral region void of lines, or providing extra intensity to already existing spectral 

lines. Henceforth we will refer to a spectral line whose intensity is enhanced in this way 

as ghosted (or contaminated) line, while the lines whose counts have been partially shifted 

toward other regions of the spectrum will be referred to as ghosting (or parent) lines. The 

counts shifted by this effect will be called ghosts, while the process will be called simply 

ghosting. 

Since the spreading can only occur toward one or the other side of a spiral arm, each line 

can generate no more than two ghosts. When the spreading occurs toward the outer arm, a 

ghost is created at a lower wavelength, in the so-called red-shifted spectrum. Conversely, 

when part of the counts of a line are read into the inner arm, a ghost is created at a 

higher wavelength (in the so-called blue-shifted spectrum). Note that the definitions of 
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red-shifted and blue-shifted GIS spectra do not have any relation to physical blue- or 

red-shifts, nor these spectra are simply 'shifted' (in fact, they are compressed or expanded 

in the wavelength scale). This notation, commonly used in GIS-related documentation, is 

simply used to indicate in which arm of the spiral ghosting occurs. 

For each application of a given set of LUTs, ghosts will appear in the same positions. 

Once the applied LUTs are known, it is therefore possible to deduce which regions of the 

spectrum are unlikely to be affected by them, and to predict where ghosts might appear. 

It is therefore theoretically possible to deghost (or reconstruct) the spectra, i.e. add to 

each line the intensity lost by the creation of a ghost. 

A large number of €115 spectra has been analysed, using software developed by the author, 

in order to assess the ghosting problem, since it severely affects any scientific use of the 

GIS spectra. Indeed, because of the ghosting problem, very few people have attempted 

any use of the GIS spectra, despite their great potential for plasma diagnostics. 

Unfortunately, the situation is quite complex, for many reasons. 

• First, different LUTs (i.e. spectra with different GSETJD) produce different ghost-

ing. 

• Then, there are no general rules that can be applied to deghost the spectra. 

One example is that the boundaries of the regions where ghosts are expected to 

appear are not sharp, in the sense that there are ghosts that are created also in 

other regions. On the other hand, there are regions where ghosting is predicted to 

occur, but has not been observed. Another example is the fact that when ghosting 

occurs, it does in random proportions. Sometimes ghosts are only a few percent of 

the ghosting line, while in other cases they are much brighter than the parent line, 

i.e. almost all the intensity of the ghosting line appears in a ghost. It is therefore not 

possible to, say, analyse GIS spectra without correcting for ghosting, assuming some 

uncertainty level. Some lines appear to create two ghosts, while others only create 

one ghost. For the GSET.JD=42 case it appears that most of the lines produce 

red-shifted ghosts, rather than blue-shifted, although some produce both. The only 

positive note is that apparently only the brightest lines in each detector tend to create 

ghosts, even though it is difficult to exclude any ghosting of weak lines, masked in 

the noise of the spectra. 

Examples of ghosts, ghosting lines, contaminated lines, both contaminated and ghost-

ing lines, red-shifted and/or blue-shifted ghosts, etc., and the possible reconstructions 

that were applied to the GIS spectra presented in this thesis are given in the rest of 
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this thesis in the form of labels in the spectra and in Tables. Note that although most 

of the ghosting in the GIS spectra has similar patterns for different OSETIDs, the 

amount of it varies by large factors, and the examples provided here should only be 

used as an indication of where the problems are. 

blue—shifted spectrum 
200 

Fe XII 
150

Fe X11 

L 
100 

191.2 	192.6 	193.9 	195.2 	196.5 	197.7 	199.0 
nJ 

2 spectrum 
250 

200 Fe XI 

0  LA 0 
an 173.0 174.5 176.0 177.5 179.0 180.5 182.0 

Wavelength [ A I 
a 

red—shifted spectrum 
50 

40 	 ghost 

° host 

152.7 154.3 155.9 	157.6 159.2 160.9 	162.6 

Figure 3.5: A GIS I ghosting region. 

Only when a ghost appears in a region of the spectrum free of lines, is it possible to 

reconstruct the depleted line from which it came. Usually it is very difficult to distinguish 

between the ghost and any real lines with which it is blended. 

For this reason only an extensive analysis of a large number of different GIS spectra can 

help in the ghost identification. An example of the sort of problems and how corrections 

can be applied, is given here. Figure 3.5 displays in the middle a portion (173-182.5 

A) of a GIS 1 spectrum. Using the geometry of the spiral pattern that was adopted 

to create the spectrum, the blue- and red-shifted spectra have been constructed from the 

observed spectrum. The spectral regions where ghosts were expected, in the blue- and red-

shifted spectra, are displayed above and below the original spectrum, with the appropriate 

wavelength scale. 

In this type of plot, a ghost would appear in one of the two shifted spectra at a position 

corresponding to where a line appears in the original spectrum. It is possible to see that 

the three spectral features observed in the bottom spectrum are ghosts of the three bright 
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Fe X 174.5 A, Fe X 177.2 A and Fe XI 180.4 A lines. This is clear because no emission 

lines are expected to be visible in the 150-162 A spectral region, for the type of source 

observed. It is therefore possible in this case to reconstruct the three ghosting lines, adding 

the ghosts' intensities to each parent line. 

In theblue-shifted spectrum the ghosting problem seems to produce three contaminated 

lines: Fe XII 192.4 A, Fe XII 195.1 A and the Fe XIII 197.4 A. In this case, a simple 

reconstruction is not possible. In fact, a great complication in the GIS spectra is that 

ghosted lines can be themselves the source of ghosts, ghosting into the very same region 

that created their contamination ('cross-ghosting'). In the example shown in Figure 3.5, 

the Fe XII 192.4 A line can itself ghost into its red-shifted correspondent, i.e. contaminate 

the Fe X 174.5 A line, increasing the confusion in this spectral range. 

In.conclusion, an examination of many GIS spectra has suggested the following method to 

try and tackle the ghosting problem in the GIS spectra. Initially, no correction to ghosting 

is made. [A different approach has been suggested by E. Breeveld ( 1998, priv.comm.), 

who developed CDS software to interactively move the intensities of 'presumed' ghosts 

(i.e. unidentified lines that appear in areas likely to be affected by ghosts) back to their 

parent line. The main limitation of the method proposed by E. Breeveld is that ghosts 

can be confused (or blended) with real emission lines. In any case, no correction should 

be applied to contaminated lines. There are many examples in which, depending on the 

type of solar source observed, ghosts can be blended with other real lines. Such examples 

are described in Section 3.4.61. 

The presumed ghosts should then be treated as real lines, and their intensity measured. 

Then, a DEM analysis should be performed, using a selection of suitable lines. GIS 

synthetic spectra can then be created, and compared to the observed ones. This will 

immediately show the presence of the principal isolated ghosts, and will give an indication 

of the contaminated or ghosting lines. Ghost identification is also supported by the analysis 

of the position of the lines, in the original spectrum and in the blue- and red-shifted 

spectra. Examples will be given in Section 3.4.6. Corrections can then be applied to 

both the ghosting and ghosted lines. Even in the case of cross-ghosting, it is theoretically 

possible to apply some corrections, at least when the lines that cross-ghost are from ions 

for which an independent way of measuring their emission measure exists. 

The drawbacks of this method are that it is time-consuming and that it relies on the accu-

racy of atomic physics and intensity calibration, that in some cases can have uncertainties 

of the same order as the ghosting. In any case, a complete reconstruction of the GIS 

spectra is not always possible. Note, on the other hand, that a blind exclusion of all the 

GIS lines possibly affected by a ghosting problem would leave only very few lines usable. 
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Table 3.3: The coefficients for the GJS wavelength calibration, derived for two GSET..ID. 

GSETJD =42 

GIS 1 151.23139, 0.031265225, 2.148844E-06, -7.9808423E-10, 2.0195808E-13 

GIS 2 255.34898, 0.041980195, -2.6495787E-06, 1.3628225E-09, -5.8074565E-14 
GIS 3 392.15063, 0.046712395, 7.634996E-07, -3.388151E-10, 2.2388279E-13 

GIS 4 657.01778, 0.062105382, -6.019735E-06, 4.5349149E-09, -7.16958E-13 
GSETJD =47 

GIS 1 150.992, 0.0327321, -1.64271E--08, 3.75398E-10 

GIS 2 256.491, 0.0412557, -1.44149E-06, 7.60522E-10 

GIS 3 393.535, 0.0452287, 2.25383E-06, -3.88733E-10 

GIS 4 657.343, 0.0599007, -1.78422E-06, 1.52401E-09 

3.2.3 The wavelength calibration 

The wavelength-to-pixel relation for the GIS spectra is a complex function, that depends 

on many factors. First, it depends on the slit used and on the LUT applied to convert 

the spiral pattern into a one-dimensional spectrum. Therefore, each GIS spectrum with 

a different GSET]D number requires a different wavelength calibration. Also, the noise 

created by the electronics introduces distortions (R. Bentley, priv. comm.). Then, the 

wavelength calibration depends on the dispersion from the grating and the fact that the 

detectors are flat, and not curved, along the Rowland circle. 

In the pre-flight calibration (Bromage et at, 1996; Lang et at, 1999) a quadratic relation 

for the wavelength calibration was assumed. Early in-flight spectra were fitted for different 

LUTs to obtain a revised set of quadratic wavelength calibrations (B. Bromage, priv. 

comm.) and these are available in the CDS software. This quadratic relation is sufficiently 

accurate for the central parts of the detectors, but is increasingly inaccurate toward the 

edges of all the detectors, reaching offsets of more than 1 A, an unacceptably large value. 

The above-mentioned complexity of the GIS wavelength calibration makes any attempt 

to describe it in terms of a polynomial very difficult. However, for simplicity in the data 

analysis, and since high accuracies are unattainable, given all the other complications 

in terms of line profiles, polynomial fits to various datasets have been made. Table 3.3 

presents the coefficients that were found by the author, and that have been applied to the 

015 observations presented in this thesis. These coefficients give reasonable accuracies 

(usually to better than one-half the resolution) over the whole detectors. 

3.2.4 The intensity calibration 

As for the NIS case, there are several factors which determine the conversion of the data 

to absolute units. 
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1. The absolute sensitivity ef(A) [ counts/photons] as a function of wavelength, which 

is a combination of the efficiencies of the optics, grating, and detectors. As in the 

NIS case, intensity calibrations were obtained on the ground for a limited number of 

lines within each detector (see Figure 3.30). To refine this, and to determine post-

launch changes, an in-flight calibration was required. More details can be found in 

Section 3.4.10. 

2. The telescope aperture A [cm 2]. Contrary to the NIS case, there is no measurable 

variation with the scan mirror position (Bromage et al., 1996). In any case, even if 

some dependence were present, it would be negligible, because the CIS rasters are 

in most cases very small (i.e. the scan mirror is moved only few times). An averaged 

value of 25.5 cm 2  is adopted. 

3. The geometric area available at the slit, which depends on which slit is used. 

4. The exposure time, which is measured accurately and only needs a small correction 

for dead times 

Software to calibrate the GIS spectra in intensity was written by the author. 

Note, as in the NIS case, that unless stated otherwise: all the GIS spectra presented in 

this thesis are in 'corrected' counts, or counts/s; the spectral line intensities in the Figures 

are in phot 	cm 2  arcsecT2 ; the intensities in the Tables are in ergs s cm 2  sr'; 
the intensity ratio values, both in Tables and in Figures, are obtained from the intensities 

in ergs 	cm 2  sr, and therefore, for clarity reasons, are indicated as 'ratio values 

(ergs)'. The errors in the intensities do not include all the systematic errors that can 

come from all the correction and calibration factors above-mentioned of which the main 

ones are: the error in the instrument sensitivities, discussed below; contaminations due to 

the ghosting problem. 

3.3 The first-light GIS observations 

Table 3.4 lists some of the main characteristics of the first-light observations that were 

analysed. Single spectra were extracted, averaging the total number of exposures in each 

observation. Figures 3.6, 3.7, 3.8 show the averaged spectra of these observations. Spectra 

are smoothed over 3 pixels, to reduce the fixed pattern. Note the large differences in the 

spectra (that are plotted on different scales), in terms of both absolute intensity and 

the relative intensities between lines emitted by different ions, which clearly indicates 

completely different temperature distributions. 
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Second order lines were found to be present in GIS 3 and GIS 4, and are particularly 

prominent in the active region spectrum. The spectra have been calibrated in wavelength 

and in intensity, and a multiple gaussian line fit (with a linear background) was performed 

using standard IRAF programs, to deduce line intensities. 

Table 3.4: The GIS first-light observations. The type of observed region, the CDS fits 

file name, the day of observation, the slit used, the number of exposures of the rasters 

(averaged), the exposure time, the GSET..JD number, and the type of observation are 

displayed. 

Region 	I 	file 	day slit 	# exp. It exp. I GSETJD type 

Active (AR) sliOrCO 28/02/96 2"x2" 50 lOs 19 first light 

Quiet Sun (QS) s132r00 04/03/96 2"x2" 225 50s 22 spectral atlas 

Coronal hole (CH) 1 s90rOO 25/02/96 2"x2" 1 	20 1 500s 1 	16 first light 

The ground-based calibration for GIS was used as a starting point, but some variations in 

the sensitivity of the CI detectors were expected to have occurred since launch, so it was 

important to check them, and to assess the values for the second order sensitivities. 

The adopted sensitivities for the first order (second order) were: GIS 1: 1.4e-4 (1.4e-

5); GIS 2: 2.4e-4 (2.4e-5); GIS 3: 3.4e-4 (2.7e-5); GIS 4: 0.5e-4 (1.e-5). These values 

were deduced comparing the intensities of density-insensitive lines emitted by the same 

ion and observed in different detectors. These results were preliminary. In particular, 

no wavelength-dependent effects were considered. To help with the complex identifica-

tion of the lines, check the calibration and the contribution of the second order lines, 

a differential emission measure analysis was performed. The Arcetri inversion technique 

(Monsignori Fossi and Landini, 1991) and the CHIANTI (version 0.9) database were used 

in order to deduce the differential emission measure . The continuum (visible in the GIS 

4) was calculated with the Arcetri code, with the Feldman et al. (1992b) abundances and 

a log Ne=9. Densities of the three spectra were estimated mainly using Fe XIII 203.83 

A / 202.04 A, and the contribution functions were therefore calculated at the following 

constant pressures: 1 . 1016 (AR);2 10' (QS); 1 1014  (CH). 

Adjustments were made to the elemental abundances to obtain consistency among spec-

tral lines from different elements. The photospheric (Grevesse and Anders, 1991) abun-

dances were used to deduce the DEMs for the coronal hole and quiet sun observations, 

with the following element abundances varied (values are log differences from the starting 

values): C (+0.6), N(+0.3), 0(+0.2), S(+0.5) for the quiet sun observation; C (+0.7), 

N(+0.3), 0(+0.25), Ne(-0.05), S(+0.5) for the coronal hole observation. The coronal 

(Feldman et aL, 1992b) abundances were found more appropriate for the AR observation. 

The following element abundances were varied (values are log differences from the starting 
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Figure 3.9: The derived DEMs (right hand plots) and comparison of observed (LogI 0 ) 

and theoretical (Log Ithco)  intensities (left hand plots) for an active region, the quiet Sun 
and a coronal hole. (top to bottom). 
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values): C (+0.6),N(+0.1),S(+0.1). 

The DEM analysis shown in Figure 3.9 confirms a difference between the elemental abun- 

dances of different regions. The low temperature region (Log T r.s 4.5) is constrained by 

the continuum, which is seen at longer wavelengths. The high temperature region (Log T 

6.5 - 7) is constrained by the absence of high temperature lines. The highest tempera-

ture lines used (from Fe XV, Fe XVI and S XIV), were visible in the quiet Sun and active 

region spectrum, and were used to determine the drop in the DEM at high temperatures. 

We note that the DEM falls rapidly in the coronal hole spectrum. This is constrained by 

the lack of any Fe XIII lines - in particular the lines at 202A and 203.8A and any other 

higher Fe ionization stages. 
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Figure 3.10: The observed (top) and synthetic (bottom) GIS 1 spectra of the active region 
observation. 

With the adopted DEM distributions and calibration values, most of the spectral lines have 

a 30-40% agreement between the theoretical and observed intensities (see the left hand 

plots of Figure 3.9). Synthetic spectra of the three regions were then created, including the 

second order lines and the continuum. In Figure 3.10 and Figure 3.11 we show as examples, 

comparisons of the observed and synthetic spectrum for the active region spectrum for the 

GIS 1 and GIS 3 wavelength bands. The GIS 1 wavelength band is dominated by a 

sequence of iron lines from Fe IX - Fe XIV. These are well reproduced by the CHIANTI 

synthetic spectra. The GIS 3 spectrum is also well represented, with many second order 

lines, some of which are blended with first order lines. 
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Figure 3.11: The observed (top) and synthetic (bottom) GIS 3 spectra of the active region 
observation. 
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3.4 The calibration of the CDS instrument 

Intensity calibration is a fundamental requirement for any scientific use of spectral data, 

but obtaining such information is not an easy undertaking in the extreme ultraviolet spec-

tral range. A history of the CDS calibration is now summarised, to clarify this important 

issue. 

• A pre-flight calibration was performed (Bromage et aL, 1996), producing an absolute 

calibration for both NIS and GIS. However, these measurements did not provide the 

full relative sensitivity function along each NIS and GIS detector. It provided an 

initial measure of the mean sensitivity of each detector and a basis for absolute 

calibration of the instrument. 

• The Broniage et at (1996) values, together with a theoretically derived wavelength 

dependence and a preliminary correction (based on in-flight measurements), pro-

duced the sensitivities stored for public use in the CDS data analysis software until 

December 1998. This NIS calibration will be referred as the the NIS first standard 

calibration. It is shown in detail in Figures 3.28, 3.29, and discussed in Sections 3.4.8 

and 3.4.9, below. 

• The NIS first standard calibration was found to require corrections by various authors 

(see, e.g., Landi et al., 1997a), the main one being the need to increase the NIS 1 

sensitivity, relative to NIS 2, by some factor. Landi et al. (1997a) proposed a factor 

between 2.5 and 5. Note that such large uncertainty in the NIS 1/NIS 2 calibration 

significantly affects the determination of the FIP effect (because the diagnostic lines 

are observed by different detectors). It can also affect emission measure (or DEM) 

analysis, since almost all low-temperature lines are seen in NIS 2, while most of the 

high-temperature lines are observed only in NIS 1. 

• An in-flight cross-calibration between the NIS and a rocket flight launched in May 

1997 has recently been presented by Brekke et al. (1999). This study has produced 

absolute values of the NIS sensitivities, for both NIS 1 and NIS 2. For NIS 2, it was 

possible to estimate a coarse wavelength-dependence (which turned out to be differ-

ent from the predicted pre-flight one, see Figure 3.29 in Section 3.4.9 below). For NIS 

1, only one reliable measurement at one wavelength was possible (see Section 3.4.8 

below for a discussion). 

• A revised pre-flight calibration for both GIS and NIS has recently been presented 

(Lang et al., 1999). This revised pre-flight calibration (see Figures 3.28, 3.29, for 

NIS and Figure 3.30 for the GIS values, and discussion below) suggests a different 
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NIS calibration, both in absolute and relative (between NIS 1 and NIS 2) terms. 

The revised value of the absolute sensitivity at 584 A(NIS 2) is in agreement with 

the in-flight value of Brekke et al. (1999). The other values are not. 

• A NIS second standard calibration, based on the results of Brekke et at. (1999) and 

Lang ci al. (1999) was proposed in December 1998 and implemented in the CDS 

data analysis software. It is also shown in Figures 3.28, 3.29, and discussed below. 

• No measurements (except for a pre-flight one) of the second order NIS 2 sensitivities 

were available. It will be shown here how many second order lines are seen in NIS 2. 

• No measurements of the GIS second order sensitivities were available. Most of the 

observed lines in GIS 2 and GIS 3 are either second order lines or blends with second 

order lines. 

• No GIS standard calibration was provided in the CDS data analysis software (until 

recently). 

It should be noted that the uncertainties in the pre-flight calibration (r  15%) and in the 

cross-calibration work of Brekke ci al. (1999) [rd  15-25%] are relatively large, and moreover 

only limited wavelength dependence has been sufficiently measured for the NIS 1 channel, 

which is most important in terms of diagnostics. Also, the ground calibration may not be 

directly applicable to the in-flight observations, for many reasons: 

• The pre-flight calibration was based on spectra taken on the ground nearly two years 

before launch (in March 1994). A comparison with the CDS spectra taken in-flight 

shows that the CDS instrument has suffered many changes, probably during launch, 

that have already been mentioned. The main ones are lower resolution for both NIS 

and GIS, and a large scattered light contribution in the NIS 1 channel. 

• The detectors on the ground were illuminated by a narrow-beam calibration source, 

while in-flight they are fully-illuminated by the Sun. 

• Because of the presence of MCPs in both the NIS and 015 detectors, a decrease in 

their sensitivity was expected, due to the exposure to solar radiation, in particular 

during the first few months of operations (which in fact has been observed). 

• The same exposure to solar radiation, produces effects that change the detectors' 

characteristics with time, known as the long-term gain depression (i.e. the burn-in 

in the bright NIS lines). 
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• Other important variations in time are related to a decreased reflectivity of the 

telescope's mirrors, the scan mirror and the gratings, which can be due to deposits 

on the various surfaces and can cause decreased sensitivities for all the CDS detectors. 

Such effects have become even more evident in the recent CDS spectra, after the 

dramatic 501-10 loss of contact in 1999. 

From all the above, it is clear that an in-flight calibration of all the CDS detectors was 

necessary, and in the absence of any on-board equipment, the only possibility was to use 

the solar emission as the calibration source (which causes a lot of problems, as described 

in Section 3.4.6). The aim of the work presented here was to find a relative calibration 

that could represent most of the brightest lines observed in all the CDS detectors within 

a 20-30% accuracy. 

The CDS absolute intensity calibration is not the main concern here, since a change in 

the absolute intensity calibration would merely have the effect of changing the scaling 

of quantities such as the DEM values. What is important is to find the relative inten-

sity calibration, i.e. the intensity calibration as a function of wavelength for the various 

channels. In fact, most of the diagnostic lines fall at different wavelengths and a differ-

ent calibration has the effect of changing absolute values of densities, temperatures and 

element abundances. 

In all the following work it will be assumed that all the above-mentioned factors that con-

tribute to the intensity calibration of both NIB and GIS are correct and do not vary in time 

(a reasonable assumption), while all the relative values of the sensitivities will be allowed 

to vary and deduced from in-flight observations. An absolute reference point for the sen-

sitivity was chosen at the He 1 584 A line ef = 4.75x10 4  [counts/photon], in accordance 

with the Lang et at (1999) and Brekke et at (1999) values. All the other values of the 

sensitivities, for both the NIB and GIS channels, and for the first and second order, have 

been obtained relative to that point, using the diagnostic method. The results are shown 

in Figure 3.30. These calibration values are used throughout this thesis, unless explicitly 

stated otherwise. 

3.4.1 The diagnostic method for the CDS calibration 

The diagnostic method 

The best way to find the relative intensity calibration (and any changes with time), is to 

compare the observed intensities (taken at different times) with theoretical values, for those 

groups of lines whose ratios are expected to be independent of the observed source. The 
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calibration is adjusted in order to obtain agreement between the observed and theoretical 

intensities. 

First, ratios of lines emitted by the same ion are examined. The results are therefore 

independent of the element abundance and the thermal distribution along the line of sight 

of the source (i.e. the DEM values). The first ratios to examine are branching ratios 

(i.e. ratios of lines that share a common upper level), that are equal to the ratios of the 

radiative transition probabilities, which are well known. Then, ratios of density-insensitive 

lines are also used. For each ion, in fact, there are groups of transitions, usually originating 

from the same upper level, that have nearly the same density dependence so that any ratio 

formed from these lines is density-independent. 

The procedure is then applied to all the other observed lines, examining ion by ion, to 

obtain a relative calibration over the entire wavelength range. When agreement is found 

between the results obtained by the use of many lines of different ions, one can be sure that 

the calibration is correct. In order to make full use of this diagnostic method for calibration 

purposes, given the uncertainties in the atomic data and the observed intensities, it is 

essential to use as many lines emitted by the same ion as possible. 

This method is not new, and has already been applied a few times in the past. For example, 

Neupert and Kastner (1983) apply this method for an in-flight calibration of the OSO V 

and 050 VII EUV spectrometers, in the 150-400 A range. Recently, this method was 

successfully applied (Brosius a al., 1998b) to calibrate the Solar EUV Rocket Telescope 

and Spectrometer observations in 1995 (SERTS-95), using averaged active region and quiet 

sun spectra, and CHIANTI (version 1.01, except for Fe XIV). SERTS-95, compared to the 

previous SERTS flights, had an enhanced second order sensitivity and recorded high-

resolution (0.03 A) spectra in the 171-225 A range in second order and in the 235-335 A 

range in first order. 

Applicability of the method 

A large effort was spent for this thesis on calibration issues, analysing and planning new 

CDS observations in order to apply the calibration method. This was needed since the 

coronal hole spectra are not suitable for calibration purposes, because of the low signal. 

There is no space here to describe all of them, and only examples will be given. Ta-

ble C.1 presents a list of some of the observations designed by the author, together with 

B. Bromage, for calibration purposes. 

Many NIS and GIS observations of different solar regions have been analysed, and the 

calibration method applied. These are the main reasons: 
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• the need to observationally assess the blending of the lines, for all the CDS channels. 

In fact, as it will become clear, many 'calibration' lines are blended with other lines, 

and only by observing completely different regions, can the contributions from the 

blending lines be ruled out, without having to rely on theoretical predictions to 

remove the intensity of the blending line. For example, the bright 610 A line is a 

strong blend of Mg X and 0 IV transitions, and only in off-limb observations does 

the 0 IV contribution become negligible. Many of these cases are present in the MS 

spectra, and will be described in detail. 

• The need to independently assess ghosting in the GIS spectra. For example, a 

ghost will disappear if the parent line does, as low-temperature lines do in off-limb 

observations. In other cases it is difficult to assess the presence of a ghost because it 

contaminates a line, and it is only when this line is not emitted by the observed solar 

region (again a cool line in off-limb observations, for example), that the observed 

'line' can be identified as a 'pure ghost'. Examples of all these cases will be given. 

• The need to assess the importance of the 'background' intensity in the NIS and GIS 

spectra. As mentioned, in the NIS spectra this component is mainly due to scattered 

light and disappears in off-limb observations. In GIS spectra, the main background 

component is due to true He and H continua, which also disappear off-limb. 

3.4.2 Layout of the rest of Section 3.4 

In order to help with the complexity of line identification, test the latest atomic data avail-

able, and to find which 'calibration' lines are suitable for the CDS calibration, a complete 

DEM analysis has been performed on the SERTS-89 observation (Thomas and Neupert, 

1994). This is presented in Section 3.4.3. 

Many GIS observations have been analysed to study the 015 peculiar characteristics. 

Only some examples will be given in this thesis. A GIS detailed study of two different 

observations was performed, to give a preliminary assessment of the ghosts and to check 

the pre-flight relative intensity calibration of the 015 channels. This work contributed to 

the published work of Landi et at. (1999a), and is briefly described in Section 3.4.4. In the 

same Section, a revision of that work (using more recent atomic data) is also presented. 

Many NIS observations, on disc and off-limb, were analysed, for the internal calibration 

of the NIS detectors alone. They are described in Section 3.4.5. 

One of the main outcomes of the above-mentioned analyses has been the realisation that 

for both NIS and GIS instruments only a few reliable (i.e. not blended, not affected by 
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instrumental effects or atomic physics problems) calibration lines emitted by the same 

ion are observed in each detector. Actually, only for a few detectors is it possible to 

produce at least two values of the sensitivity. This strongly limits the application of the 

diagnostic method for calibration purposes. The potential of the diagnostic method is 

therefore achieved only when all the NIS and GIS detectors are calibrated at the same 

time, with the use of the full CDS wavelength range 

In a detailed survey, all the available CDS observations, including those that were made 

for the purpose of calibrating the CDS against other instruments (including rocket flights), 

were found to be unsuitable for a proper application of the diagnostic method, and hence 

for a cross-calibration of the CDS detectors. This was for many different reasons (e.g. low 

S/N, paucity of extracted NIS lines, temporal variability of the solar region observed, lack 

of sufficient spatial overlapping region between the NIS and the GIS rasters, due to solar 

rotation) 

Since NIS and GIS detectors do not observe simultaneously, special NIS-GIS observing 

sequences were therefore carefully planned, executed and analysed by the author and B. 

Bromage. These are described in Section 3.4.6. Most of these observations were performed 

at the solar limb. Section 3.4.6 also presents some examples of the analysis that was done 

to assess any time variability of the relative CDS calibration during 1997. The constancy 

in time and space of the ratios of the lines selected for calibration is also illustrated with 

some typical examples. These NIS-GIS sequences were used for both internal NIS and 

GIS calibration, and in particular for the cross-calibration of all the CDS detectors. Some 

results are already presented in Section 3.4.6. 

Among all the NIS-GIS observations analysed, two have been selected as examples for the 

following Sections, to be used not only for calibration purposes but also to present for the 

first time typical NIS and GIS near-simultaneous spectra of the quiet sun. They are an 

on-disc (October 16 1997) and an off-limb (May 4 1997) observation, extracted from two 

series of NIS-GIS observations at the solar limb. 

Although most of the calibration lines used here have only a minor dependence on density 

and temperature, some sensitivity is still present, and is therefore important to calculate 

the contribution functions of these lines at the correct density (or pressure). The val-

ues of densities and temperatures of the two regions selected as examples are presented 

in Section 3.4.7, where it is also shown that the use of a different calibration does not 

significantly affect the derived values. 

Specific software was written by the author in order to apply this calibration method to 

CDS observations. This method, given the complexity of having 9 different wavelength 
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regions (including the second order, and with only a few pre-flight measurements for some 

of them) to cross-calibrate at the same time, has been applied in stages, taking into account 

many different observations. 

There is no space here to describe all the various steps in great detail. However, a de-

scription of how the method has been applied to assess the NIS 1 internal calibration 

(Section 3.4.8) and then the NIS 2 first order internal calibration (Section 3.4.9) is pre-

sented. These internal calibrations are completely independent. 

Then, all the NIS and GIS channels, including the second orders, have been calibrated 

against each other, using the diagnostic calibration method. Some of the lines used for 

this cross-calibration are described in detail in Section 3.4.10, where the final results are 

presented and compared with the other calibration studies. 

Finally, the DEM analyses of the two example observations are presented, and used to il-

lustrate a series of points. First, the off-limb DEM analysis is presented in Section 3.4.11. 

The relatively simple plasma structure (almost isothermal) of this observation allowed 

discrepancies between lines emitted by different ions to be highlighted. This is used for 

a double purpose. First, it shows that the most up-to-date second NIS standard calibra-

tion fails to represent some of the observed lines well, and at the same time confirms the 

calibration presented here. Secondly, it shows how different ionization equilibrium calcu-

lations affect the calculated intensity of the lines. The full line lists and identification of 

the lines is then presented. This also confirms that the calibration presented here explains 

most of the observed emission. The DEM analysis of the on-disc observation of October 

16 1997 is finally presented in Section 3.4.12, together with a full line list of the identified 

lines. 

3.4.3 The SERTS-89 spectrum 

The active region SERTS-89 observation (Thomas and Neupert, 1994) has represented a 

landmark in EUV solar spectroscopy for several years. Unfortunately, Thomas and Neupert 

(1994) presented line identifications based only on the positions of the lines, and misiden-

tified some of them. Del Zanna a at. (1996) produced a differential emission measure 

analysis using some ions of different elements. Brickhouse et at. (1995) also presented a 

differential emission measure analysis, but based only on the Fe ions, while Young et aL 

(1998) have recently corrected and introduced new line intensities and identifications, 

comparing observed and theoretical line ratios, ion by ion. Dwivedi et at. (1998) have 

presented a list of diagnostic lines, based on the SERTS-89 spectrum. 

Since most of the lines present in the SERTS-89 list are also visible in the CDS spectrum, 
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the SERTS-89 observation, with its high spectral resolution and quality, has been used 

here to help the identification and blending of some of the CDS lines, and to assess the 

quality of the atomic data used subsequently to calibrate the CDS instrument. 

The calibrated intensities of Thomas and Neupert ( 1994), plus those of Young et at. (1998) 

have been used together with CHIANTI v.2 (including the recent Fe XIV calculations by 

Storey et at, 1999). A DEM analysis was performed on all these lines, and a full line 

list of this spectrum, with identifications based on a DEM method, is presented here for 

the first time. The contribution functions have been calculated at constant N 0  = 2x109  

cm 3 , using the Arnaud and Rothenflug (1985) ionization equilibrium (for all the ions) and 

photospheric abundances (Grevesse and Anders, 1991), except for the following elements 

(with logarithmic differences from the photospheric values indicaedin parentheses): Na 

(+0.3), Al (+0.3), S (-0.4). It is to be noted that a need for an incr4se4n the Al abundance, 

relative to the other low-FIP elements, was also found by Falconet et at. (199). 
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Figure 3.12: The derived DEM for the SERTS-89 active region spectrum. 

Figure 3.12 shows the derived DEM which is well constrained at high temperatures. 

Table A.1 presents the results for all the lines that have been identified, ordered in tem-

perature. In most cases, agreement with the corrections and new identifications presented 

by Young et at (1998) was found. However, some new identifications, or corrections to 

inaccurate ones (even at the high resolution of SERTS, blending is still present in some 
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cases) are presented in Table A.I. The fact that the majority of the lines, including Fe 

XIV, are well reproduced (within 10%) confirms the high quality of the atomic data. The 

new Fe XIV calculations evidently solve a long-standing problem with the Fe XIV lines 

(see e.g. Young et at, 1998 and references therein) 

Many lines are not so well reproduced, but this can be simply explained in some cases. 

For example, when lines are density-dependent. In fact, a single averaged density fails to 

reproduce all the density-sensitive lines, as already shown by all the previous studies of 

this spectrum. Furthermore, no particular trend, as a decrease with the temperature of 

formation of the ions, can be found. Another example is for the lines that were seen in 

second order, where the calibration was more uncertain. Young et al. (1998) propose a 

correction (up to a factor of 2) in the calibration at wavelengths above 400 A. The analysis 

presented here confirms a need for a correction, but at longer wavelengths, above 430 A, 
as constrained by Mg VIII, Mg VII, Ne VI lines. It should be noted that if the correction 

proposed by Young et al. (1998) is applied, then all the Mg IX lines around 440 A would 

no longer be in agreement with the bright Mg IX 368 A line. The lines of C IV and Ar 

XVI are underestimated and overestimated by large factors, a confirmation of the problem 

with the Li-like ions, introduced in Chapter 2. 

Other groups of lines are in disagreement as a whole, as is the case of the Mg V lines, which 

are in agreement among themselves, but not with all the other lines. This disagreement 

can not be due to an element abundance problem, since the the other Mg lines are well 

represented. For example, the Mg VI lines are in excellent agreement with the Ne VI 

lines, confirming that for that active region spectrum there was no FIP effect. Finally, 

many other single lines are not well represented, and for which a change in the smooth 

calibration adopted by Thomas and Neupert (1994), or variations of element abundance 

with height, or a different atomic physics, would be required. 

Some of the peculiar characteristics found from the analysis, can be ascribed to the com-

plexity and inhomogeneity of the large region where the average spectrum was obtained. 

It is therefore important to keep in mind that for calibration purposes it is best to observe 

a simple region, possibly having uniform characteristics, such as temperature and density. 

3.4.4 A GIS internal intensity calibration study 

GIS spectra of an active region and of a region of quiet sun were analysed, in order to 

apply a new L-function diagnostic technique, already used for a preliminary NIS calibra-

tion Landi et al. (1997a). This plasma diagnostic technique has been used to check the 

pre-flight relative intensity calibration of the four GIS windows. The analysis of the obser- 
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vations was also used to assess the in-flight characteristics of the GIS detectors. This work 

was done in collaboration with E. Landi, and has led to the Landi et al. (1999a) paper, 

where details can be found. Here, only a brief description of the analysis is given. This 

work led to the selection of a number of lines which were found not to be significantly 

affected by ghosting, and so could and so can be reliably used for plasma diagnostics with 

015 in further studies. 

The active region spectrum has been re-analysed for this thesis, by the author, using new 

atomic data and different ionization equilibrium calculations. This re-analysis is described 

below, since this spectrum was also used to assess the 015 new calibration presented below. 

The GIS study presented in Landi et al. (1999a) 

The Arcetri Spectral Code (Landi and Landini, 1998a) was used for this data analysis. 

The ionization equilibrium of Arnaud and Raymond (1992)has been adopted for the iron 

ions, while the Arnaud and Rothenfiug ( 1985) data were used for the other elements and 

those of Landini and Monsignori Fossi (1991) for the minor elements. 

Two full spectral GIS atlases were analyzed, one emitted by a solar active region (AR), 

and the other in quiet sun (QS) conditions. Both of them were obtained by rastering over 

a 30"x30"area on the solar disk with 15 mirror positions and 15 slit positions using the 

2"x2"slit. For each of the resulting 225 exposures of both sets of spectra the exposure 

time was 50s. The quiet sun observation was obtained between 18:26 UT and 21:38 UT 

on September 2nd 1996. The corresponding data file for this observation is s4552, and 

its GSET.JD number is 41. The active region spectrum was taken after the quiet sun 

observation, starting at 22:42 UT and ending at 01:54 UT on September 3rd 1996. Its 

GSETJD is 47. The data file for the active region observation is s4554. It is important 

to keep in mind that the spectra analysed had GSET.JD=41 and 47 and therefore the 

ghosting analysis that allowed a selection of usable lines to be made can in principle only 

be applied to other observations having the same GSETJDs. The two spectra were taken 

on the same day in order to eliminate any possible long term time variation of the 015 

intensity calibration between one observation and the other, so that the results obtained 

from the two spectra could be directly compared. 

Spatially averaged spectra were formed, in order to increase the signal to noise ratio. 

Monochromatic images of the rastered areas on the Sun were obtained by summing up 

the pixel intensities of the brightest lines. These were examined for inhomogeneity in the 

emitting regions, before spatially averaging the spectra. This is necessary because, as noted 

by Landi et al. (1997a), the L-functions will cross each other only if the emitting plasma 
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is homogeneous. If there are inhomogeneities it is possible that some departures of the 

L-functions from the expected behavior may occur due to lines emitted in different solar 

conditions, making it more difficult to determine possible intensity calibration problems. 

The emission appeared fairly uniform over the QS region, and there was no evidence of 

significant inhomogeneities, while the AR images showed large variations in the intensity 

in the hottest lines, revealing a very complex morphology, the structure varying with 

temperature. A map of the intensity ratio of two Fe XIII strongly density-sensitive lines 

202.0 A / 203.8 A also indicated considerable variations in electron density. As a result, 

only an area with a restricted range of density values (Fe XIII ratio values between 1.2 and 

1.4) was used to form an average AR spectrum. This selected region broadly covered the 

hottest part of the total emitting area, and had an averaged electron density 10 cm 3 . 

This preliminary study of the spectra was done assuming constant sensitivities for each 

channel, and with values equal to the averaged values of the pre-flight (Brornage et al., 

1996) calibration. Only few lines were de-ghosted. In the GIS spectra there are only a 

few ions whose lines are observed in more than one window and which can be used for 

calibration purposes: Mg VII; Mg VIII; Mg IX; Fe X; Fe XII; Fe XIII; Fe XV. These lines 

have been used for checking the relative intensity calibration of the GIS instrument. No 

evident indications for a modification of the pre-flight intensity calibration (Bronzage et aL, 

1996) were found. More details of the results can be found in Landi et at. (1999a). 

The revision of the active region spectrum 

The study of the active region spectrum has been revised, using: 1) new atomic data (CHI-

ANTI v.2 plus recent Fe XIV calculations, Storey et aL, 1999); 2) the Arnaud and Rothenfiug 

(1985) ionization equilibrium for all the ions, except the minor elements for which 

Landini and Monsignori Fossi (1991) was used; 3)a constant density N = 2x109  cm 3 ; 

4) coronal abundances (Feldman et al., 1992b). 

These data have been used for calibration purposes because many bright high-temperature 

lines are observed. These lines have been used to constrain part of the GIS 3 and GIS 4 

second order calibration, presented below in Figure 3.30. Furthermore, a DEM analysis 

has been performed on the calibrated data, and synthetic spectra created and compared 

to the observations, to show how well this calibration reproduces the observed lines. 

The DEM is shown in Figure 3.13. Figures 3.14 and 3.15 show the averaged spectra. 

The main lines, the main ghosts, and those high-temperature lines that are otherwise not 

visible in the quiet sun and coronal hole spectra (that are presented elsewhere in this 

thesis), are labelled. 
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Figure 3.13: The derived DEM for the active region spectrum of September 2nd 1996. 
Note the high-temperature peak. 

Table 3.5 presents the results for a selected group of lines, mainly high-temperature lines, 

and those used for the calibration, with in addition some particular ones. Some of the 

lines have been reconstructed, i.e. the ghost intensity added to them, while others still 

have partial, unremovable ghosting. Note: 

• The observed lines are well represented, including most of the Fe XIV ones (without 

the new Fe XIV calculations of Storey et at, 1999, discrepancies of factors of 2 or 

more are found). 

• The second order lines are also well represented. Some of the second order lines are 

seen also in first order, allowing a direct check of the second order sensitivity. 

• The Li-like lines of Na IX and Ne VIII are about a factor of 2 weaker than predicted 

by theory, while the S XIV lines (445.7 A) are about a factor of 7 weaker, another 

example of the problems with the Li-like ions. 

• The Fe XV 417.26 A line is much brighter than expected, especially taking into 

account the fact that this line, at the moderate GIS resolution, is blended with a 

S XIV 417.66 A line that is probably overestimated by a factor of 7. The problem 

with the Fe XV 417.26 A again is a well known one (see e.g. Young et at, 1998). 

Figures 3.14 and 3.15 also contain synthetic spectra that have been produced (with soft- 

ware written by the author) taking into account the derived DEM, the abundances, and 

mu 

22.5 

134 



the first and second order calibration (Figure 3.30). The synthetic profiles have been 

produced by convolution with assumed gaussian profiles of constant width across each 

channel, and therefore are not exactly comparable with the observed profiles, because of 

the peculiar GIS line profile characteristics. However, these comparisons give a direct and 

visible idea of the quality of the adopted assumptions and the completeness of the CHI-

ANTI atomic database. Such comparisons are very rarely found in the literature, where 

instead results are presented only for a selected group of lines. 

Visual inspection of Figures 3.14 and 3.15 shows many interesting aspects: the edge effects; 

the continuum emission in GIS 3 and GIS 4 (which is not reproduced in the synthetic 

spectra); the ghosts of the brightest lines; the complexity of GIS 3 and GIS 4 spectra, 

where ghosts, ghosting lines, first order and second order lines all contribute significantly. 
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Table 3.5: Line List for the active region spectrum of September End 1996. 

Fe XII 192.393 192.4 3s2.3p3 4S3,2 - 1359.9 0.84 0.08 G 1 6.18 6.16 

3s2.3p2(3p).3d 4 P 1 12  
Fe XII 193.521 193.5 3s2.3p3 4 S3/2 - 3752.5 0.86 0.09 G 1 6.18 6.16 

3s2.3p2(3p).3d 4 P3 12  
Fe XII 195.118 195.1 3s2.3p3 	S3/2 - 5495.5 0.98 0.10 G 1 6.18 6.16 

3s2.3p2(3p).3d 4 P5 12  
Fe XII 196.648 196.6 3s2.3p3 2D512 - 1093.8 0.63 0.06 G 1 6.19 6.16 0.59 

3s2.3p2(ld).3d 2 D5 p 

Fe XIII 196.54 3s2 3p2 'D2 - 6.21 0.40 

3s2 3p 3d 'F3 
Fe XIII 200.022 200.1 3s2 3p2 3 P, - 3s2 3p 3d 3 D2 870.4 0.73 0.07 0 1 6.22 6.21 

Fe XIII 201.128 201.2 3s2 3p2 3 P1 - 3s2 3p 3d 3 1), 1527.8 0.57 0.06 0 1 6.22 6.21 

Fe XIII 202.044 202.1 3s2 3p2 3 P0 - 3s2 3p 3d 3 P 1  3042.6 1.03 0.10 0 1 6.22 6.21 

Fe XI 202.706 202.7 3s2.3p4 'D2 - 350.0 0.94 0.10 0 1 6.14 6.11 
3s2.3p3(2d*).3d 'P 1  

Fe XIII 203.828 203.8 3s2 3p2 3P2 - 3s2 3p 3d 3D3 4081.2 0.80 0.08 0 1 6.22 6.21 0.75 

Fe XIII 203.797 3s2 3p2 3 P2 - 3s2 3p 3d 3 D2 6.21 0.25 

Fe XIII 204.263 204.3 3s2 3p2 3 P, - 3s2 3p 3d 'D2 337.3 1.11 0.12 G 1 6.22 6.21 

Fe XII 206.371 206.1 3s2.3p3 2D312 - 253.4 0.90 0.10 0 1 6.18 6.16 
3s2.3p2(ls).3d 2 D3 12  

Fe XIII 209.919 209.6 3s2 3p2 3 P2 - 3s2 3p 3d 3 P, 777.2 1.24 0.13 0 1 6.22 6.21 0.55 

Fe XIII 209.621 3s2 3p2 3 P, - 3s2 3p 3d 3 P2 6.21 0.45 

Fe XIV 211.32 211.3 3s2 3p 2P,12  - 3s2 3d 2D3 12  2435.3 1.07 0.11 0 1 6.28 6.25 2 

Fe XIII 213.771 213.9 3s2 3p2 3 P2 - 3s2 3p 3d 3 P2 390.2 1.11 0.12 C 1 6.22 6.21 
Si VIII 216.915 216.9 2s22p3 2D5 12  - 2s2p4 2 P3 ,, 2  562.3 0.95 0.11 C 1 6.10 5.91 0.41 

Fe XIII 216.834 3s2 3p2 'D2 - 3s2 3p 3d 3D2 6.21 0.24 

Fe XIII 216.869 3s2 3p2 'D2 - 3s2 3p 3d 3 D3 6.21 0.14 

Fe IX 217.101 3p6 'So - 3p5.3d 3 D, 5.94 0.12 
Fe XVI 262.984 263.4 3p 2 P3 12  - 3d 226.4 1.10 0.12 G 2 6.34 6.34 
Fe XIV 264.78 264.9 3s2 3p 2 P3 12  - 3s 3p2 2 P3 ,2  1261.2 1.11 0.11 0 2 6.28 6.25 
Fe XIV 270.507 270.8 3s2 3p 2P3 12  - 3s 3p2 2 P,,2  169.9 4.45 0.46 G 2 6.28 6.25 
Fe XIV 274.2 274.5 3s2 3p 2 P112 - 3s 3p2 2 S,,2  1498.4 0.97 0.10 G 2 6.28 6.25 
Si VII 275.353 275.7 2p4 3 P2 - 2s.2p5 3P2 203.2 1.18 0.12 G 2 5.91 5.77 0.87 
Si VII 275.667 2p4 3P 1  - 2s.2p5 3P, 5.77 0.13 
Si X 277.255 277.2 2p 2 P3 1, - 2s.2p2 2 S 1 1, 553.0 1.20 0.12 0 2 6.08 6.13 0.51 
Si VIII 277.054 2s22p3 2 D5 12  - 2s2p4 

2 D5 1, 5.90 0.30 
Mg VII 277 2s22p2 3P, - 2s2p3 3,  5.81 0.16 
Fe XV 284.16 284.2 3s2 'So - 3s3p 'P1 7765.0 1.01 0.10 0 2 6.32 6.29 
S XI 285.822 285.8 2s22p2 3P1 - 2s2p3 3D2 190.3 0.84 0.09 C 2 6.27 6.24 0.71 
S XI 285.587 2s22p2 3 P, - 2s2p3 3 1), 6.24 0.28 
Al IX 286.377 286.5 2s2.2p 2 P3 ,2  - 2s.2p2 2 P,,2  34.2 0.70 0.10 C 2 6.06 6.03 
S XII 288.434 288.1 2s2.2p 2 P 1 ,2  - 2s.2p2 2 D3 12  236.5 0.92 0.09 0 2 6.33 6.32 0.83 
Ni XVI 288.166 3s2 3p 'P,,, - 3s 3p2 2 D3 12  6.39 0.17 
Fe XIV 289.148 288.8 3s2 3p 2P312 - 3s 3p2 'S 126.1 0.87 0.09 G 2 6.28 6.25 
Mg VIII 315.039 314.9 2p 2 P3 12  - 2s.2p2 2 P312 822.5 0.99 0.10 0 2 5.96 5.91 
Si VIII 319.826 319.6 2s22p3 453/2 - 2s2p4 4 P5 1 2  675.0 1.09 0.11 C 2 5.99 5.91 
Fe XIII 320.809 320.5 3s2 3p2 3P2 - 3s 3p3 3 P2 410.9 0.94 0.09 G 2 6.23 6.20 
Fe XIII 321.4 321.3 3s2 3p2 3 P, - 3s 3p3 3 P, 131.9 0.82 0.08 G 2 6.22 6.20 
Fe XV 327.011 326.9 3s3p 3P2 

- 3p2 'D, 73.3 1.06 0.11 C 2 6.32 6.29 
AIX 332.789 333.0 2s2 'S 	- 2s.2p 1 P, 316.1 0.75 0,08 0 2 6.16 6.09 6 

Fe XIV 334.172 334.4 3s2 3p 2P,12 - 3s 3p2 2 D3p 1031.0 1.01 0.10 G 2 6.27 6.24 
Fe XVI 335.41 335.6 3s 2S,12 - 3p 

2 P3 ,2  3608.6 0.89 0.09 C 2 6.35 6.34 

'+ ghost 211.3 A 
'ghosting 196.5 A 
3 ghosting ? 
4 reconstructed 
5 reconstructed 
° ghosting 316 A 
Tghosting 317 A 
8 reconstructed 
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Table 3.5: (continued) 
Ion Ath 

(A) 
Aob 

(A) 
Transition I: u, 4h7 

lob 

+1- Det log 
Tee 

log 
Tm ax 

frac 

Mg VIII 339.006 339.3 2p 2 F5 1 2  - 2s.2p2 194.7 0.96 0.10 a 2 5.97 5.92 

Fe XIII 202.044 403.8 3s2 3p2 3 P0 - 3s2 3p 3d 3 P, 3043.9 1.02 0.10 a 3 6.22 6.21 

Fe XIII 203.828 408.0 3s2 3p2 3 P2 - 3s2 3p 3d 3 D3 2956.7 1.10 0.11 a 3 6.22 6.21 0.75 

Fe XIII 203.797 3s2 3p2 3 P2 - 3s2 3p 3d 3D2 6.21 0.25 

Fe XV 417.258 417.1 3s2 'So - 3s3p 3 P1 524.2 0.79 0.08 G 3 6.34 6.29 0.58 

S XIV 417.66 1s2.2s 2 S,p - 1s2.2p 2 P3 12  6.44 0.40 

Fe XIV 211.32 422.4 3s2 3p 2 F,,,2  - 3s2 3d 2 D52  2521.3 1.04 0.11 G 3 6.28 6.25 

Fe XIII 213.771 427.2 3s2 3p2 3 P2 - 3s2 3p 3d 5 P2 314.4 1.37 0.18 G 3 6.22 6.21 

Mg VIII 430.465 430.1 2p 2 P, 2  - 2s.2p2 2 133/2  227.6 1.22 0.12 G 3 5.96 5.91 

Mg VII 431.313 431.0 2s22p2 3 P, - 2s2p3 3 D2 123.7 1.10 0.11 G 3 5.91 5.80 0.78 

Mg VII 431.188 2s22p2 3 P, - 2s2p3 3 D, 5.80 0.22 

Mg VIII 436.735 436.6 2p 2 P3 p - 2s.2p2 2 1)512  521.0 0.99 0.10 0 3 5.96 5.91 

S XIV 445.7 445.8 2 5 1 12 	2 P 1 , 3  1s2.2s 	- ls2.2p 10.8 7.33 1.37 C 3 6.39 6.44 

Ne VII 465.22 464.8 2s2 'So - 2s2p 'P, 405.8 0.63 0.06 a 3 5.85 5.72 

Fe XIV 467.395 467.0 3s2 3p 2 P3 1 2  - 3s 3p2 4 P3 ,, 2  121.6 0.42 0.04 a 3 6.27 6.24 

Ne IV 469.823 469.4 2s2 2p3 2 D52  - 2s 2p4 2 D5 1 2  22.3 0,90 0.11 a 3 5.37 5.28 0.56 

Ne IV 469.875 2s2 2p3 2 D32  - 2s 2p4 2 D3 ,2  5.28 0.37 

Al X 332.789 665.9 2s2 'S 	- 2s.2p 'P1 542.5 0.43 0.06 C 4 6.16 6.09 

Fe XIV 334.172 668.4 3s2 3p 2 F 1 ,, 2  - 3s 3p2 2 13 3 / 2  1126.7 0.92 0.11 0 4 6.27 6.24 

Fe XVI 335.41 670.8 3s 2S1,2 - 3p 2 P3 1 2  3631.4 0.90 0.09 G 4 6.35 6.34 

Na IX 681.721 681.8 1s2.2s 2 S112 - ls2.2p 2 P32  50.2 1.71 0.19 a 4 6.11 5.92 

Fe XI 341.113 682.4 3s2.3p4 3 P2 - 3s.3p5 3 P 1  142.6 0.78 0.14 G 4 6.14 6.10 • III 684.998 684.8 2s2 2p 2 F,12  - 2s 2p2 2 P3 1 2  7.0 0.91 0.20 C 4 4.92 5.01 • III 685.817 685.8 2s2 2p 2 P3 12  - 2s 2p2 2 F3 1 2  38.3 1.15 0.13 G 4 4.92 5.01 0.72 

• III 685.515 2s2 2p 2 P 1 12  - 2s 2p2 2 P,, 2  5.01 0.28 

Fe X 345.723 691.4 3s2.3p5 2 P311 2  - 3s.3p6 2 S 1 1 2  275.0 0.87 0.11 a 4 6.08 6.04 

Na IX 694.147 694.4 1s2.2s 2S1,i2 - 1s2.2p 2 P,17  22.9 1.86 0.23 0 4 6.12 5.92 

0111 702.897 702.8 2s22p2 3 P, - 2s2p3 3 F2 51.3 0.95 0.11 a 4 5.02 5.04 0.42 

0111 702.821 2s22p2 3 P, - 2s2p3 3 F0 5.04 0.32 • III 702.891 2s22p2 3 P, - 2s2p3 3 P, 5.04 0.26 • III 703.854 703.8 2s22p2 3 P2 - 2s2p3 3 P2 76.9 1.10 0.12 a 4 5.09 5.04 0.74 • III 703.848 2s22p2 3 P2 - 2s2p3 3 P1 5.04 0.24 

Mg IX 706.058 705.7 2s2 'S 	- 2s.2p 3 F1 81.7 0.61 0.06 a 4 6.03 5.98 

Fe XVI 360.761 721.3 3s 2S1,,2 - 3p 2 P 1 ,, 2  1989.7 0.78 0.08 a 4 6.35 6.34 

Fe XII 364.467 728.7 3s2.3p3 	S3,i2 - 3s.3p4 4 P52  685.7 0.88 0.10 a 4 6.18 6.16 
Mg VII 367.674 735.4 2s22p2 3 P2 - 2s2p3 3 F2 191.4 1.19 0.20 a 4 5.91 5.81 0.77 

Mg VII 367.683 2s22p2 3 F2 - 2s2p3 3 F1 5.81 0.23 

Mg IX 368.07 736.0 2s2 'So - 2s.2p 'F, 2485.5 0.90 0.09 a 4 6.06 5.98 0.89 ° 
Fe XIII 368.171 3s2 3p2 3 F2 - 3s 3p3 3 D3 6.20 0.11 
Fe XI 369.153 738.2 3s23p4 3 F 1  - 3s.3p5 3 P2 416.3 0.30 0.04 a 4 6.14 6.10 10 

N II 746.984 746.7 2s2 2p2 'D2  - 2s2 2p 3s 1 P 1  5.8 0.94 0.41 a 4 5.21 4.77 
O V 758.675 758.6 2s.2p 3P, - 2p2 3 F2 15.8 1.11 0.23 C 4 5.43 5.39 
O V 759.439 759.4 2s.2p 3P0 - 2p2 3 P, 15.9 0.84 0.17 a 4 5.43 5.39 
O V 760.444 760.5 2s.2p 3P2 - 2p2 3 P2 61.0 1.02 0.12 C 4 5.43 5.39 0.84 

O V 760.225 2s.2p 3P, - 2p2 3 P, 5.39 0.16 

O V 762.002 762.0 2s.2p 3F2 - 2p2 3 P1 14.1 1.16 0.27 C 4 5.43 5.39 
N IV 765.147 765.3 2s2 'So - 2s 2p 'P1 99.7 0.81 0.09 C 4 5.19 5.18 
Ne VIII 770.409 770.7 1s2 2s 2 S 1 1 2  - 1s2 2p 2 P3 , 2  339.5 1.83 0.19 a 4 6.09 5.79 12 

Mg VIII 772.26 772.0 2p 2 P3 1 2  - 2s.2p2 4 F5 1 2  38.3 0.68 0.10 a 4 5.95 5.90 ' 
No VIII 780.324 780.3 1s2 2s 2 S 1 1 2  - 1s2 2p 186.9 1.66 0.17 a 4 6.09 5.79 
Mg VIII 782.338 782.2 2p 2 P3 1 2  - 2s.2p2 4 P3 ,2  23.8 0.64 0.11 a 4 5.95 5.90 

9 reconstructed 
ghost 765.3 A 

"ghosting 369.1 A 
12 reconstructed 
13 reconstructed 
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3.4.5 The NIS observations for the internal intensity calibration 

The following observations were selected for the internal NIS calibration: 

1. An on-disc active region spectral atlas (NISAT study) on the 25th September 1997. 

2. Two quiet sun spectral atlases (NISAT studies) at sun centre, on June 22nd 1997 

and 19th October 1997. 

These types of spectral atlases are routinely performed (see Table C.1 for details). These 

observations, made in June, September and October were selected, since most of the other 

NIS-GIS observations that are used for the NIS-GIS cross-calibration were done during 

those periods. Other observations have been analysed, in collaboration with S. Parenti, 

and the results confirm those presented in this Chapter. Below, only the the active region 

observation of 25th September 1997 is presented. The two other NISAT observations are 

'normal' observations of the quiet sun. 

The on-disc active region observation of 25th September 1997 

Monochromatic images of the active region rastered by NIS on the 25th September 1997 

were created. Three regions having slightly different characteristics have been selected 

for creating averaged spectra and subsequent analysis. In all the selected regions the 

high-temperature lines are the strongest lines in the spectra. In particular, the Fe XVI 

doublet seen in these NIS 1 (at 335.4 and 360. A) spectra is particularly important for 

calibration purposes. In fact, these lines are not density-dependent and the agreement 

between observations and theory has already been tested in many different (solar and 

stellar) works. As already mentioned in Chapter 2, in normal quiet sun conditions the Fe 

XVI lines are very weak and the 335.4 line is mainly Mg VIII (plus a previously unidentified 

Fe XII line, see below), and not Fe XVI. In the examined spectra, the Mg VIII lines are 

very weak, as the Fe XII are, compared to the Fe XVI lines, and the 335.4 line is basically 

all Fe XVI. 

Since the results of the DEM analyses of the various regions are very similar, only one is 

presented here, chosen because the high-temperature lines are not too strong, and the lower 

temperature ones still have a good signal. Figures 3.16 and 3.17 show the NIS averaged 

spectra of the chosen area. Note the strong scattered light background intensity, in particu-

lar in the NIS 1 spectrum. A complete DEM analysis on the NIS line intensities measured 

from the spectra shown in Figures 3.16 and 3.17 has been performed. The contribution 

functions (CHIANTI v.2 plus recent Fe XIV calculations, Storey et aL, 1999) have been 
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CHIANTI SPECTRAL CODE 
23.0 

22.5 

22.0 

V 21.5 
E 
0 

uj 21.0 
C 

0' 
0 

20.5 

20.0 

19.5 

Abund. : aro_a2 
on Eq. arnaud..sothenflugjnif 
constant pressure: 1 .00e+ 15 [ cm' 1< 

5.0 
	

5.5 	 6.0 
	

6.5 
log T [K] 

Figure 3.18: The derived DEM for the on-disc active region observation of 25th September 
1997. Note the 'usual' peak at 1 K, and the high-temperature peak. 

calculated at constant Ne = 2x109  cm 3 , using the Arnaud and RothenJiug (1985) ion-

ization equilibrium (for all the ions) and photospheric abundances (Grevesse and Anders, 

1991), except for the following elements (with logarithmic differences indicated in paren-

theses): Ne (+0.2), Al (+0.3), Ca (+0.7). 

Figure 3.18 shows the DEM for this region, while Table 3.6 presents the results for a 

small selection of lines. Note: 

• the 335.4 A line intensity is only from Fe XVI. In the other regions within the raster 

that have been examined, the Fe XVI 335.4/ 360. A ratio was found to be constant. 

The Fe XVI 335.4/ 360. A ratio is therefore used to constrain the sensitivity ratio 

in NIS at those wavelengths (see Section 3.4.8 below). 

• Many bright high-temperature lines, usually not seen in quiet sun or coronal hole NIS 

spectra, are observed (e.g., Fe XIII, Fe XV, Si XI). Many of these high-temperature 

lines are also contributing in second order to the NIS 2 spectrum. However, except 

the lines indicated in Figure 3.17, they are all blended with the strong transition 

region lines that are visible in NIS 2. For a better examination of them, off-limb 

spectra are needed. 
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• The higher-than-photospheric Ne and Al abundances. The Al abundance is the same 

as that one derived for the SERTS-89 spectrum. The high Ca abundance is based 

only on Ca X, and is dubious. 

• The discrepancy for the Mg V ions, the same as seen in the SERTS-89 spectrum. 

• The overestimation (by a factor of 2) of the Li-like Al XI and Si XII. 
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Table 3.6: Some of the lines of the active region spectrum of September 25th 1997. 

o II 538.32 538.3 2s22p3 9D33  - 2s2p4 	P312  30.0 0.74 0.08 N 2 4.83 461 U.4Z 

C 111 538.31 2s2p 3 P2 - 2s3s 3 S 1 4.96 0.29 

C Iii 538.147 2s2p 3 P1 - 2s3s 3 S, 4.96 0.18 

o iii 599.597 599.6 2s22p2 '132 - 2s2p3 1 D2 70.7 0.99 0.10 N 2 5.06 5.06 

o iii 525.796 525.9 2s22p2 'D2 - 2s2p3 'P 1  30.6 1.01 0.10 N 2 5.08 5.07 

o iii 374.435 374.5 2s22p2 3 P2 - 2s22p3s a pi 3.9 1.10 0.59 N 1 5.09 5.11 0.49 

N III 374.434 2s2 2p  2 P3 ,2  - 2s2 3d 20, 5.08 0.45 

o iii 374.075 374.1 2s22p2 3 P2 - 2s22p3s 3 P2 17.2 0.64 0.11 N 1 5.15 5.11 0.60 

o iii 374.005 2s22p2 3Pc, - 2s22p3s 3 P1 5.11 0.15 

N Ill 374.198 2s2 2p 1 P,,2  - 2s2 3d 2 133 12  5.08 0.12 

o iii 374.164 2s22p2 3 P 1  - 2s22p3s 3 Pi 5,11 0.12 

o iii 597.817 597.8 2s22p2 1So - 2s2p3 'P1 4.4 0.98 0.19 N 2 5.16 5.07 

o iv 554.513 554.6 2s2 2p 2 P3 , 2  - 2s 2p2 2 P3 12  237.0 1.04 0.10 N 2 5.28 5.27 

o iv 553.329 553.4 2s2 2p 2 P 1 ,t 2  - 2s 2p2 2 P3 12  42.1 1.16 0.12 N 2 5.29 5.27 

o iv 608.397 608.4 2s2 2p 2 P 1 , 2  - 2s 2p2 2 S 1 , 2  44.0 0.84 0.09 N 2 5.29 5.27 

o iii 373.805 373.8 2s22p2 3 P1 - 2s22p3s 3p2  2.3 1.05 0.95 N 1 5.29 5.11 

o iv 555.263 555.3 2s2 2p 2 P3 , 2  - 2s 2p2 2 P 1 ,2  43.1 1.17 0.12 N 2 5.30 5.27 

Ne IV 542.073 542.1 2s2 2p3 4S3/2 - 2s 2p4 4P3p 11.1 1.07 0.13 N 2 5.30 5.27 

Ne iV 541.128 541.2 2s2 2p3 	- 2s 2p4 4 P,, 2  9.4 0.63 0.08 N 2 5.31 5.27 

Ne iV 543.892 544.0 2s2 2p3 	- 2s 2p4 4 P5 13  20.9 0.92 0.10 N 2 5.35 5.27 

Ne iV 357.832 358.0 2s2 2p3 2D3 12  - 2s 2p4 2 P 1 ,2  20.4 0.40 0.10 N 1 5.40 5.30 0.65 

Ne v 357.954 2s22p2 3 P0 - 2s2p3 3 5 5.49 0.35 

o v 629.73 629.8 2s2 I5 	- 2s.2p ip1 581.7 1.02 0.10 N 2 5.40 5.39 

Ne v 569.824 569.9 2s22p2 3 p, -  2s2p3 3 132 11.1 1.20 0.14 N 2 5.48 5.47 0.76 

Ne V 569.753 2s22p2 3 p, -  2s2p3 3 D, 5.47 0.24 

Ne v 572.331 572.4 2s22p2 3P2 - 2s2p3 3 133 16.5 1.26 0.14 N 2 5.48 5.47 0.86 

Ne V 572.098 2s22p2 3p2 - 2s2p3 3D2  5.47 0.14 

Ne v 359.382 359.2 2s22p2 3 P2 - 2s2p3 3 S, 17.2 0.84 0.22 N 1 5.50 5.49 

Mg v 355.329 355.4 2p4 3 P1 - 2s.2p5 3 P2 11.8 0.11 0.04 N 1 5.51 5.46 

Mg V 353.092 353.1 2p4 3 P2 - 2s.2p5 3 P2 18.1 0.24 0.06 N 1 5.63 5.46 

Ne vi 562.803 562.9 2s2 2p 23fl - 2s 2p2 2 135 12  33.7 0.90 0.09 N 2 5,70 5.63 

Ne Vi 558.594 558.7 2s2 2p 2 P 1 ,2  - 2s 2p2 2 03 ,2  21.4 0.86 0.09 N 2 5.73 5.63 0.84 

Ne vu 558.609 2s2p 3P1 - 2p2 3 P2 5.72 0.16 

Ne vu 561.728 561.7 2s2p 3P2 - 2p2 3 P2 9.8 0.87 0.11 N 2 5.89 5.72 

Ne vu 564.528 564.5 2s2p 3P2 - 2p2 a pi 5,9 0.47 0.07 N 2 5.90 5.72 

Mg vu 367.674 367.7 2s22p2 3 P2 - 2s2p3 3 P2  33.7 1.23 0.19 N 1 5.92 5.81 0.77 

Mg Vii 367.683 2s22p2 3 P2 - 2s2p3 3 P 1  5.81 0.23 

Mg vu 363.772 363.8 2s22p2 3 P0 - 2s2p3 a pi 13.8 0.57 0.20 N 1 5.92 5.81 

Al vu 356.888 356.9 2s22p3 	S3/2 - 2s2p4 4P5 12  13.7 0.66 0.24 N 1 5.92 5.78 

Ne VII 559.948 560.1 2s2p 3P0 - 2p2 3 P1 4.5 0.55 0.10 N 2 5.93 5.72 

Mg VIli 315.039 315.0 2p 2P3 12  - 2s.2p2 2P3 12  96.4 1.51 0.22 N 1 5.96 5.91 

Si vui 319.826 319.8 2s22p3 4 S3/2 - 2s2p4 4P5 12  104.5 1.33 0.19 N 1 5.99 5.91 

Fe XI 349.046 349.1 3s2.3p4 3 P, - 3s.3p5 3 P0 36.2 0.61 0.10 N 1 5.99 6.11 0.38 

Mg Vi 349.163 2s2.2p3 2 D5 12  - 2s.2p4 2 D5 12  5.65 0.30 

Mg vi 349.124 2s2.2p3 2 D3 12  - 2s.2p4 2 D312 5.65 0.23 

Ca X 574.01 574.1 3s 2 i/2 - Ip 2P12 19.9 0.95 0.10 N 2 6.00 5.82 0.87 

C Ili 574.279 2s2p ip1 - 2s3d 	D2 4.98 0.10 
Fe Xl 358.621 358.6 3s2.Ip4 3 P0 - 3s.3p5 3p 1  98.2 0.51 0.06 N 1 6.03 6.10 0.43 

Ne iv 358.686 2s2 2p3 2D5 12  - 2s 2p4 2P3p 5.30 0.19 

Si Xi 358.652 2s.2p 3P, - 2p2 
ap2 6.20 0.18 

Ne V 358.484 2s22p2 3 P1 - 2s2p3 3 S, 5.49 0,17 

Al VIII 325.292 325.4 2p2 3 P1 - 2s.2p3 3P2 13.4 0.81 0.52 N 1 6.04 5.92 0.29 

Al VIII 325.276 2p2 3p3 - 2s.2p3 3P0 5.92 0.29 
Al VIII 325.338 2p2 3p1 - 2s.2p3 a pi 5.92 0.24 

P Xi 325.516 2p 2P312 - 2s.2p2 205,2 6.24 0.14 

Ca X 557,765 557.8 3s 2S1,2 - 3p 2Pa ,i2  31.2 1.06 0.11 N 2 6.06 5.82 
Si Xi 365.433 365.5 2s.2p 3p2 - 2p2 3 P2 43.6 1.45 0.20 N 1 6.10 6.20 0.40 

Fe X 365.543 3s2.3p5 2P 3 12  - 3s.3p6 2 i12 6.04 0.39 

Ne V 365.603 2s22p2 '132 - 2s2p3 5.49 0.21 

Fe X 345.723 345.7 3s2.3p5 2 P3 ,2  - 3s.3p6 2S12 50.9 1.15 0.16 N 1 6.11 6.04 

Si XI 365.433 365.3 2s.2p 3P2 - 2p2 3 P2 25.9 1.97 0.38 N 1 6.11 6.20 0.49 
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T,mIp R. frnntinnpd) 

Ion As ,, 
(A) 

A0 ,, 

(A) 
Transition I 0 ,, lu./ 

lob 
+/- Del log log 

Tmax 

frac 

Mg VII 365.234 2s22p2 	P, 
- 2s2p3 3P2 5.81 0.18 

Mg VII 365.176 2s22p2 3 P, - 2s2p3 3F0 5.81 0.17 

Mg VII 365.243 2s22p2 3 P, - 2s2p3 3F1 5.81 0.13 

Si IX 345.124 345.1 2s22p2 3 P, - 2s2p3 5 D2 115.7 0.79 0.09 N 1 6.12 6.03 0.79 

Si IX 344.951 2s22p2 3 P, - 2s2p3 3D, 6.03 0.20 

Si IX 341.949 342.0 2s22p2 3 P0 - 2s2p3 5 D, 48.2 0.69 0.11 N 1 6.12 6.03 

Mg IX 368.07 368.1 2s2 'So - 2s.2p 'P, 479.6 1.04 0.10 N 1 6.12 5.98 0.73 

Fe XIII 368.171 3s2 3p2 3 P2 - 3s 3p3 3 D5 6.20 0.27 

Si IX 349.873 349.9 2s22p2 3 P2 - 2s2p3 3 D5 110.9 1.10 0.12 N 1 6.12 6.03 0.88 

Si IX 349.794 2s22p2 3 P3 - 2s2p3 3 D2 6.03 0.11 

Cr XIII 328.267 328.3 3s2 'So - 3s.3p 'p 1  68.8 0.60 0.10 N 1 6.14 6.19 0.58 

Al VIII 328.185 2p2 3 P2 - 2s.2p3 3 P2 5.92 0.28 

Mg X 609.793 609.8 1s2.(ls).2s 2 ,12  - 443.1 1.26 0.13 N 2 6.17 6.04 0.88 

1s2.(ls).2p 2 P3 1 2  
0 IV 609.829 2s2 2p 2 P3 1 2  - 2s 2p2 2 S 5.27 0.12 

Fe XI 341.113 341.1 3s2.3p4 3 P2 - 3s.3p5 'F, 61.9 0.55 0.08 N 1 6.18 6.10 

Fe XI 352.662 352.7 3s2.3p4 3 F2 - 3s.3p5 3 P2 142.0 0.90 0.10 N 1 6.18 6.11 

Al X 332.789 332.8 2s2 'So - 2s.2p 'F, 131.9 0.83 0.10 N 1 6.19 6.09 

Fe XII 346.852 346.9 3s2.3p3 4S312 - 3s.3p4 4 P,12  104.5 0.92 0.10 N 1 6.20 6.16 

Si X 356.012 356.0 2p 2 P,1 2  - 2s.2p2 2 D5 12  211.7 1.17 0.12 N 1 6.21 6.13 0.88 

Si X 356.05 2p 2 P,12  - 2s.2p2 2 D3 1 2  6.13 0.12 

Si X 347.403 347.4 2p 2 F,12  - 2s.2p2 2 ID 3 ,2  223.7 0.93 0.10 N 1 6.21 6.13 

Si XI 361.412 361.4 2s.2p 'Po 
- 2p2 3 F1 24.0 0.46 0.10 N 1 6.21 6.20 0.74 

Fe X 361.406 3s2.3p4(3p).3d 4 177 1 2  - 6.04 0.21 
3s.3p5(3p*).3d 4 F72  

Si XI 580.907 580.9 2s2 'So - 2s.2p 'F1 60.2 0.55 0.06 N 2 6.21 6.19 

Fe XII 338.278 338.3 3s2.3p3 'D,p - 3s.3p4 2 D,1, 76.6 0.51 0.07 N 1 6.21 6.16 

Fe XII 364.467 364.5 3s2.3p3 4 S,j, - 3s.3p4 4 P,/2 286.4 0.92 0.09 N 1 6.21 6.16 
Mg X 624.941 625.0 1s2.(ls).2s 2 5,12 - 196.7 1.23 0.12 N 2 6.22 6.04 

1s2.(ls).2p 2 F,1 2  

Fe XIII 320.809 320.8 3s2 3p2 3 P2 - 3s 3p3 'F, 160.8 1.21 0.15 N 1 6.23 6.20 
Fe XIII 359.642 359.7 3,2 3p2 'F, - 3s 3p3 'ID, 250.1 0.81 0.08 N 1 6.23 6.20 0.73 

Fe XIII 359.842 3s2 3p2 'F, - 3s 3p3 'D, 6.20 0.26 

Fe XIII 318.128 318.1 3s2 3p2 'D, - 3s 3p3 'D, 68.5 0.59 0.11 N 1 6.23 6.20 
Fe XIII 312.109 312.2 3s2 3p2 'F, - 3s 3p3 3 F 1  124.1 1.04 0.14 N 1 6.24 6.20 

Fe XIII 312.872 312.8 3s2 3p2 S F, - 3s 3p3 3 F0 50.0 1.18 0.29 N 1 6.24 6.20 

Fe XIII 348.183 348.2 3s2 3p2 'F0 - 3s 3p3 'D, 165.4 1.21 0.13 N 1 6.24 6.20 
Fe XIII 321.4 321.5 3,2 3p2 'F, - 3s 3p3 3 F1 47.4 1.28 0.27 N 1 6.24 6.20 
Si XI 371.503 371.6 2s.2p 'F, 

- 2p2 'F, 13.6 0.67 0.15 N 1 6.25 6.20 
Si Xl 303.324 606.7 2s2 'So - 2s.2p 'P, 2807.9 0.54 0.06 N 2 6.25 6.20 
Si XI 604.147 604.2 2s.2p 'F, 

- 2p2 'D, 13.3 0.24 0.03 N 2 6.25 6.20 
Fe XIV 353.831 353.8 3s2 3p 'F,, - 3s 3p2 'D,,, 168.0 1.55 0.16 N 1 6.26 6.24 
Al XI 550.031 550.1 1s2.(ls).2s 'S i ,, - 54.7 2.29 0.23 N 2 6.26 6.16 

1s2.(ls).2p 'P312 
Fe XIV 334.172 334.2 3s2 3p 'P,, - 3s 3p2 'D,, 611.8 1.03 0.11 N 1 6.26 6.24 
Si XII 520.665 520.7 1s2.2s 2 S 1 1 2  - 1s2.2p 2 P,12  204.6 2.06 0.21 N 2 6.29 6.26 
Fe XV 327.011 327.0 3s3p 'F, 

- 3p2 'D, 50.7 0.78 0.15 N 1 6.30 6.29 
Fe XVI 335.41 335.4 3s 	S 	

- 3p 	F32  1347.8 1.01 0.10 N 1 6.33 6.34 
Fe XVI 360.761 360.8 3s 	

- 3p 'F,,, 630.6 11.00 10.10 N 1 6.34 6.34 
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3.4.6 The observations for the NIS-GIS cross-calibration 

The rationale for special observing sequences 

We have already pointed out the need for near-simultaneous NIS and GIS full-wavelength 

observations. With this in mind, the main issues when using the Sun as a CDS calibration 

source are the following: 

• Temporal variability. It is important to be able to estimate where and how much the 

solar variability considerably changes the line intensities. Knowing where and when 

such variations take place is better than just trying to keep the exposure times down 

as much as possible, because then the signal would be too poor. To do this, first, 

it is better to observe diffuse quiet regions rather than, for example, active regions, 

because the variations would be less anyway. Second, a series of repeats of NIS and 

GIS rasters reveal where intensity variations have taken place (if any). This can 

then be used to decide which data can be used/integrated. 

• Raster sizes. The raster sizes should be small enough to keep the total duration of 

the observation as short as possible. A bigger area should be scanned by NIS, and 

a smaller one by GIS which takes longer. 

• The solar rotation. As already mentioned, the solar rotation is such that accurate 

overlaying of different observations is difficult, if they are made near disc centre. 

Also, the fact that the accuracy of the pointing is less than the spatial resolution, 

complicates the situation. 

• Good signal. To get sufficient signal-to-noise while keeping the time between the 

NIS and GIS exposures as short as possible, either spatial areas have to be averaged 

or the exposure time has to be sufficient without this. Also, the wider (4") slits 

are to be preferred because of the higher signal they produce, considering that this 

advantage is not gained at any expense of spectral resolution. 

• The location and the spatial variability. In on-disc observations, it is important to 

be able to cross-correlate the GIS and NIS data to get co-alignment (and correct for 

the solar rotation), and to compare intensities of the lines that are emitted by the 

same spatial regions, avoiding irregularly varying areas. To do this, there is a need 

to have a sufficiently large spatial region covered, and some sort of structure to get 

a good correlation (e.g. the solar limb, a bright point, a network boundary). 

Looking at the limb (or just off, at the limb brightening) instead gives a structure to 

check that the pointing for the NIS and GIS rasters is the same. The effects of the 

147 



solar rotation are reduced by the large line-of-sight path, which also produces signals 

that are several times higher than those of the on-disc observations, which increases 

the signal-to-noise and allows smaller exposure times to be used. The scattered light 

and the continuum also disappear from the spectra in off-limb observations, leaving 

much cleaner spectra to analyse. 

Observation sequences and data analysis 

The CDS studies that were used for calibration purposes are listed in Table 4.1, and the 

observations performed and analysed are shown in Table C.1. Some preliminary observa-

tions on the disc were made in collaboration with M. Landini and E. Landi of the Arcetri 

Observatory, Italy. These used the ARCCALN/v3 and ARCCALG/vl studies, repeated 

successively on the same region near disc centre. The drawback of these observations was 

that the area rastered by the GIS was larger than that observed by NIS, and count-rates 

were low. The observations performed on March 3rd 1997 were analysed, but were not fully 

usable for calibration purposes because many brightenings occurred in network regions, in 

all the successive observations and because of the solar rotation. Other on-disc observa-

tions were performed with the UCLAN..N1/v1 and ARC_CALG/vl studies, in which only 

the NIS 1 channel and a few lines observed in NIS 2 were extracted. This was done to 

focus on the overlapping region between the NIS 1 and the GIS 2 channels. 

The NIS observations that were developed for the observations at the limb are small rasters 

of full spectra using the 4"x 240"slit. The CDS study name is ARC_CALN/v3, covering 

an area of 32"x70". After rotating the spectra, this reduces to 32"in X and about 40"in Y. 

With an exposure time of 45s, it takes less than 13m to raster the whole area. The GIS 

observation used the CDS study DEM_GIS/v2, where the 4"x4"slit is rastered in order to 

cover a 24"x 24"region with 36 spatial positions. The total duration is just under 13m, 

with a 20s exposure time. The ARC_CALN and DEMJ3IS were repeated in succession 

about five times, without changing the pointing, for a total duration of about 2 hours. 

The observations analysed in detail were performed on May 4th (two sets of observations), 

June 20th, October 1st, October 16th 1997. Most of the observations have been completely 

successful in terms of pointing, telemetry, good signal, and reduced time variability. Only 

a very few 'typical' results have been selected as examples from this very large dataset, 

for presentation here. 

The standard corrections (e.g. cosmic ray removal and de-tilt for the NIS case) already 

described were applied to the data. Then, special software was written to deal with such 

a complex case, with a total of 40 (8x5) NIS exposures and 180 (36 x5) GIS spectra, for 
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each set of 5 successive NIS and GIS rasters analysed. In short, this software allowed 

an evaluation of the temporal variations, and the possibility to select spatial areas and 

different observations in order to produce GIS and NIS averaged spectra emitted by the 

same spatial regions at times when intensity variations were at a minimum. Figure 3.19 

shows as an example a sequence of GIS rasters over a region on the quiet west limb 

observed on May 4th 1997. This figure already shows that this region was very quiet. The 

NIS rasters were performed at the same position, alternating with the GIS ones. 

SOHO COS C'S 4-May- 1997 21:37:03 - 21:50:10 UT - s7784r00 0fLClS Center X960". V-4" Size:X 24.3 • V.24.3" 

948 	960 	972 
Solar S 

SOHO COS 015 4-May-1997 22:06:11 - 22:19:10 UT - s7766r00 0 .615 Center : X-960. V.4' Size : 5.24.3" 

RE-ES 11 0 
848 	960 	972 

Solar S 

SOHO CDS 615 4-4Iay-9991 22:35:17 - 22:48:22 or - ,7788r00 0 	015 Center : 5.960". V.4" Size : X°24.3" 1-24.3" 

tiIuttri- !: 

948 	960 	972 
Sopor 

SOHO C0S C'S 4-Moy- 1997 23:04:22 - 23:17:28 UT - 177901100 0A.SIS Center : X-960'. 1-4" Sire : 524,3" . 1-24.3" 

Cz 

948 	960 972 
Sopor 

SOHO COS 615 4-Moy-1997 23:33:20 - 23:46:34 UT - o7792r00 0(&_CPS Center : 5960". 1.4" Size : X24.3" . V24.3" 

-5 	
>  am! U-2  

948 	960 	972 
Sopor 

Figure 3.19: Monochromatic images in few selected lines observed with the DEM..GIS study 
at the limb, on May 4th 1997. The images for each line are plotted with the same intensity 

scale, showing only marginal intensity variations in time. 

In order to increase the signal, and reduce the effect of the cosmic rays, averaged GIS 

and NIS spectra for each mirror position (i.e. for each Solar X) and for each observation 

(file) have been averaged selecting a spatially overlapping region along Solar Y. These 

spectra were fitted, and figures such as Figure 3.20 inspected in order to judge if there 

were observations with brightenings. Indeed some cases were found, and the corresponding 

files excluded. For example, only three successive NIS and GIS rasters were used for the 

May 4th observation, while only four NIS and GIS rasters were usable for the October 

16th observation. 

Once this was established for all the observations, an analysis of the time-averaged spectra 
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Figure 3.20: Some intensities of NIS and GIS lines, as a function of position across the 
limb and time - May 4th (upper five rows) and October 16th (below), 1997. Note the limb 
brightening in some lines and the rapid disappearance of the 'cool' transition region lines 
just off-limb. 
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was performed, with accurate line fitting and background subtraction, for a few spatial 

positions, typically one on the disc, and one off the limb. The diagnostic method was then 

applied to each of these many spectra, typically for each date, one on-disc and one off-limb, 

and the information from the two data sets combined, to find the relative calibration for 

each NIS and 015 channel. It was expected that the calibration would not depend on the 

position, in particular since the overall intensities of all the coronal lines did not change by 

large factors, see Figure 3.20. The only position-dependent factor is the aperture at the 

telescope, which was taken into account (although this correction is only about 2% for the 

NIS, given the small region rastered). First, however, some direct comparisons between 

the various observed lines were done, and are described below. 

The overlapping regions between the CDS channels 

The CDS detectors contain some overlapping spectral regions, where the same emission 

lines are observed in two channels, either in first or second order. Examples are NIS 1 

(330-379 A) with 015 4 (second order), and NIS 1 with 015 2 (308-340 A), shown in 

Figures 3.21 and 3.22. These figures show the series of spectra superimposed, on the same 

scale, and demonstrate visually that temporal variations were small. The main variation is 

due to the scattered light in the NIS 1 channel, that is particularly evident in Figure 3.22. 

This comparison also shows the evident presence of ghosts in the 015 spectra. Some of the 

lines such as the Fe XVI blend at 335.4 Aare almost completely ghosting, and 'disappear'. 

It should be noted that this spectral region and these types of quiet sun observations are 

not the worst example, of ghosting and scattered light effects. 

Direct comparisons of the line intensities give a measure of the relative calibration between 

the different channels. An example is given in Figure 3.23, which shows the ratio of Mg 

VIII and Si VIII line intensities as observed in the NIS 1 and 015 2. These ratios have been 

calculated leaving out only the sensitivity factor in the intensity calibration (i.e. taking 

into account the other different factors between the NIS and GIS calibration), and are 

therefore a direct measure of the relative sensitivity. The NIS channel around 319.8 A has 

a sensitivity about a factor 0.12 lower than 015 2. Also, the same ratios for all the different 

dates examined have the same averaged value, meaning that the relative calibration 

at 320 A between NIS 1 and GIS 2 has not changed over six months, which is 

an important result. The same applies for the other possible combinations of channels. 

Figure 3.23 also shows the ratio between Mg IX 368 A, the (usually) brightest line in NIS 

1, and in second order in GIS 4. Again, the ratios have not shown appreciable variations 

in all the spectra examined. 

A puzzling aspect that was apparent in all the observations is a tendency for the ratios 
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Figure 3.21: The off-limb GIS and NIS spectra overlaid - 20th June 1997. Only the over-
lapping region is plotted. Note: (1) the small variation in time; (2) the large differences 
between the spectra, some of which can be ascribed to ghosting, other to different in ten-
sity calibration curves; (3) in particular how some of the GIS lines are depressed due to 
ghosting; (4) the ghosts that are present in the GIS spectrum. 
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Figure 3.22: The on-disc GIS and NIS overlapping region, as in Figure 3.21 20th June 
1997. Note the higher background in the NIS spectrum. 
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Figure 3.23: The intensity ratios (calculated leaving out only the sensitivity factor) of the 
same lines observed in the NIS and GIS spectra - May 4th (upper three plots) and October 
16th (below), 1997. Note: (1) how close the ratio values are for the two different dates, 
which is a direct confirmation of the fact that the relative sensitivities between the NIS I 
and GIS 2 (and NIS I and GIS 4, from the Mg IX 368 A) channels have not significantly 
changed between May and October 1997; (2) a tendency for the ratios to be different on 
the disc; (3) that NIS I sensitivity at 319.8 A is about a factor 0.12 lower than the GIS 
2 one; (4) that the fact that the sensitivity ratio at 315 A is higher implies a different 
wavelength dependence for the NIS I and GIS 2 sensitivities in that wavelength region. 
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Figure 3.24: The intensity ratios (calculated leaving out only the sensitivity factor) of the 
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1st (below), 1997. Note that the relative sensitivities are the same as in Figure 3.23 (within 
the errors and the time variations) and that also in this case the sensitivity appears to be 
different between the on-disc and off-limb case. 
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to be different on the disc, as partly shown in Figures 3.23 and 3.24. In general, all the 

NIS line intensities appear to be consistently shifted by a 10% as a whole, in respect to 

the other lines seen in the other CDS detectors. Apparently, the NIS 1 sensitivity varies 

between the on-disc and the off-limb observation by this amount. This effect will need a 

more complete analysis to be assessed. A brief discussion of it can be found in Section 3.4.8 

below. 

The lines of the same ion seen in different channels 

Another step in the calibration was the analysis of temporal and spatial variations of all 

the principal lines observed in all the spectra, to find for each ion the best un-blended and 

not too density-sensitive lines, and for each date the best set of data. Figures 3.25,3.26, 

and 3.27 show some examples. These lines can be grouped in three classes: 

1. Coronal lines. These lines appear in all the CDS spectra with the same character-

istics. Some of these are shown by the constancy in space and time of their ratio 

values (see Figure 3.25) 

2. Transition region (cool) lines. These lines are 'crucial' for a relative calibration of 

the NIS 1 and NIS 2 channels. In fact, as already mentioned, most of the NIS 1 lines 

are coronal lines, and most of those observed by NIS 2 are transition region ones, and 

these two channels can only be properly calibrated with the use of the €115 spectra, 

that observe both transition region and coronal lines in each channel, in particular 

in GIS 3. Unfortunately, some of these lines are partly density-dependent and, more 

important, present large intensity variations in time (on time-scales of minutes), and 

only a careful temporal analysis allows these lines to be used for calibration purposes. 

Figure 3.26 shows some of these ratios. 

3. Blended lines. Among the brightest lines in the CDS spectra are the doublets, which 

are useful for calibration purposes, but that unfortunately, in most cases are blended 

with other lines. We have already seen the Fe XVI 335.4 complex case. Other 

examples are Al XI, Ca X and Mg X, the strongest lines in NIS 2 off-limb spectra 

which are blended with cool lines, as is evident from Figure 3.27. Therefore, only 

off-limb observations of these lines can be used for calibration purposes (unless the 

contribution from the cool line is theoretically removed, as many authors have done 

in the literature). The Ne VIII doublet of bright lines is not blended, but is shown 

in Figure 3.27 for comparison. These lines do not show appreciable spatial variation, 

and therefore show that if departures from the optically thin limit are present, they 

are very small, because the Ne VIII ratio is close to 2 (see Dosehek et al., 1981). On 
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the other hand, Doschek et al. (1998b) have found (from SUMER spectra) this ratio 

to have values of 1.4 at the limb in coronal holes, with an implication of opacity 

effects. It is also assumed that no opacity effect is present in the other doublets, and 

indeed the CDS intensity calibration has been adjusted in order for these ratios to 

be 2 in the off-limb spectra. 

Ghosting and the reconstruction of some lines 

Some ghosts have been definitively identified, and the lines reconstructed. Table 3.4.6 

presents an example of some of the ghosting reconstruction applied to a GIS observation, 

i.e. a list of some of the brightest 'pure' ghosts found, in which case it was possible to 

directly deghost some of the lines. The most impressive example of a ghost is the line at 

744 A, the ghost of the Ne VIII 770.409 A. Typically, the intensity of these ghosts is more 

than 40% that one of the observed line. A reconstruction of the line permits to achieve 

an agreement with the other Ne VIII 780.324 A line. The counts of each ghost have been 

transferred to the relative parent line. In some cases, a parent line created both red and 

blue-shifted ghosts. In many cases, these parent lines are contaminated by ghosts of other 

lines, and therefore their restored intensity should be taken with caution. 

More complete reconstructions have been performed for the time-averaged spectra. More 

information on ghosting can be found in the Appendix, where some sample quiet sun 

on-disc and off-limb spectra are presented. Other examples of ghosting will be given 

throughout this thesis. 

The NIS and GIS spectra of the quiet sun observations 

Figures C.1, C.2, C.3, C.4, C.5, C.6 show the averaged off-limb CDS spectra of one of the 

two sets of May 4th 1997 observations. The pointing was sufficiently high above the limbs 

that all the transition region lines are completely absent. Also the stray light is almost 

absent, as can be judged by the disappearance of the bright chromospheric lines (e.g. the 

He I lines). These spectra are therefore very suitable for a study of the quiet sun off-limb 

spectra. Almost all the hundreds of lines have been identified with the diagnostic method, 

and are indicated in the figures. 

Figures C.11, C.12, C.13, C.14, C.15, C.16 show the averaged on-disc CDS spectra of the 

October 16th 1997 observations. 
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Figure 3.25: Some intensity ratios of NIS and GIS lines, useful for the NIS/GIS cross-
calibration, and for internal calibration within each detector - May 4th (upper four rows) 
and October 16th (below), 1991. The same intensity calibration has been applied for the 
two dates. Note: (1) that the density is fairly constant, as shown by the Si IX and Mg VIII 
ratios (first two figures on the left top corner); (2) that the relative sensitivities between the 
presented lines, originating from the same ion, and seen either within the same channel 
or in different ones, is relatively constant in time and in space (middle figures), and are 
therefore usable for calibration purposes; (3) that lines originating from different ions, as 
the Mg VI/Ne VI and Mg VII/Ne VII, are not usable for calibration purposes, as their 
ratio spatially varies by large factors (last two figures, bottom right). 
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Figure 3.26: Some ratios of intensities of NIS and GIS transition region lines, useful for 
the NIS/GIS cross-calibration, and for internal calibration within each detector - May 4th 
(upper three rows) and October 16th (below), 1997. The same intensity calibration has been 
applied for the two dates. Note: (1) how temporal variations are small, considering that 
these cool lines alway present large intensity variations; (2) how close the ratio values are 
for the two different dates, confirming that the relative sensitivities for the lines shown have 
been constant in time. These lines (among other not shown here) are therefore suitable for 
relative calibration purposes, for these observations. Only the values on the disc were used 
for the calibration (the first point, at Solar X 950", 960"), since these lines disappear 
above the limb, see Figure 3.20. 
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Figure 3.27: The intensity ratios of the doublets (Li- and Na-like) seen in NIS and CIS 
- May 4th (upper four figures) and October 16th (below), 1997. The same intensity cali-
bration has been applied for the two dates. The Al XI, Ca X and Mg X are the strongest 
lines in NIS 2 off-limb spectra and are useful for the internal calibration of NIS 2. Note: 
(1) the 015 line at 770.4 A has been reconstructed from ghosting (by 40-701016);  (2) that 
the Are VIII ratio do not show much variation across the limb, suggesting small (if any) 
opacity; also, that the ratio value is close to the theoretical value of 2; (3) that in all the 
other three ratios one of the transition is strongly blended with an on-disc line, and is only 
off-limb that the blend disappears, and the ratios level toward the theoretical value of 2. 
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Table 3.7: Some of the ghosting reconstruction applied to the GIS observation s7792r00 (a) 
of May 4th, 1997 and s9462r00 (b) on October 16th, 1997. Each column gives the amount 
of correction applied for each of the six spatial locations. The corrections applied to the 
other spectra are similar to the (a) and (b) cases. The averaged positions of the ghost 
and ghosting lines are indicated. Then, for each spatial position, the ratio of the intensity 
of the ghost with that one of the ghosting line (in counts) is presented, together with the 
intensity of the ghosting line (in counts), in brackets. Note that the correction for ghosting 
is important for many lines. Some lines (Fe XVI 335.4 A, and Mg VIII 436.7 A) have 
been corrected twice, while some (Si VIII 319.8 A) have been corrected for both the red-
and blue-shifted ghosts. Also note that the amount of ghosting varies with the intensity 
of the ghosting line, for each observation, and that for some reasons ghosting was much 
higher for the October 16th observations (all the NIS-GIS observations presented in this 
Section had the same GSETJD applied). 

ghost (157.24 A) of Fe X 177.25 A 
(a)  0.34 (727) 0.40 (1059) 	0.43 (1345) 0.41 (1325) 0.40 (1212) 0.34 (1163) 

(b)  0.63 (856) 0.70 (887) 	0.74 (1039) 0.79 (1029) 0.74 (1026) 0.64 (1056) 

ghost (160.63 A) of Fe Xi (hi Fe X) 180.47 A 
(a)  0.20 (952) 0.22 (1314) 	0.24 (1901) 0.24 (1976) 0.24 (1796) 0.21 (1722) 

(b)  0.36 (1121) 0.39 (1239) 	0.41 (1407) 0.40 (1556) 0.40 (1542) 0.35 (1561) 

ghost (294.05 A) of Si Viii 314.36 A 
(a)  0.31 (146) 0.31 (224) 	0.32 (311) 0.30 (284) 0.27 (256) 0.29 (216) 

(b)  0.38 (200) 0.45 (219) 	0.47 (276) 0.46 (323) 0.50 (300) 0.45 (263) 

ghost (294.80 A) of Mg VIII 315.1 A 
(a)  0.28 (456) 0.35 (726) 	0.37 (946) 0.33 (793) 0.29 (682) 0.25 (586) 
(b)  0.49 (576) 0.50 (657) 	0.55 (807) 0.57 (919) 0.56 (782) 0.45 (759) 

ghost (296.99 A) of Mg VIII (bI) 317.09 A 
(a)  0.63 (123) 0.77 (202) 	0.65 (300) 0.64 (270) 0.60 (218) 0.58 (186) 
(b)  0.89 (176) 1.06 (172) 	1.20 (226) 1.13 (243) 1.06 (230) 0.80 (255) 

ghost (300.08 A) of Si Viii 319.77 A 
(a)  0.05 (533) 0.07 (872) 	0.05 (1321) 0.04 (1179) 0.03 (999) 0.03 (837) 
(b)  0.07 (808) 0.07 (915) 	0.08 (1182) 0.07 (1350) 0.07 (1232) 0.05 (1154) 

ghost (336.24 A) of Si VIII 319.77 A 
(a)  0.06 (559) 0.08 (931) 	0.05 (1387) 0.03 (1221) 0.03 (1031) 0.04 (864) 
(b)  0.08 (864) 0.09 (975) 	0.09 (1271) 0.06 (1442) 0.06 (1314) 0.06 (1207) 

ghost (318.1 A) of Fe XVI (bi Mg Viii Fe Xii) 335.33 A 
(a)  0.47 (38) 0.80 (67) 	0.36 (99) 0.45 (84) 0.66 (67) 0.29 (80) 
(b)  1.45 (24) 0.73 (55) 	1.30 (59) 0.66 (79) 0.64 (74) 0.92 (55) 

ghost (318.67 A) of Fe XVI (bi Mg Viii Fe Xii) 335.33 A 
(a) 2.96 (56) 1.98 (122) 	2.53 (134) 2.15 (122) 1.82 (112) 1.61 (103) 
(b) 4.34 (59) 3.17 (94) 	2.63 (135) 3.08 (131) 3.00 (122) 2.87 (106) 

ghost (408.61 A) of Mg VIII (2) 436.8 A 
(a)  0.07 (558) 0.08 (877) 	0.11 (1212) 0.08 (1091) 0.06 (849) 0.05 (720) 
(b)  0.12 (964) 0.10 (1053) 	0.14 (1299) 0.16 (1399) 0.13 (1277) 0.10 (1173) 

ghost (409.0 A) of Mg VIII (2) 436.8 A 
(a)  0.03 (594) 0.05 (944) 	0.06 (1345) 0.06 (1177) 0.07 (902) 0.05 (756) 
(b)  0.05 (1078) 0.08 (1156) 0.06 (1482) 0.07 (1619) 0.07 (1440) 0.05 (1289) 

ghost (704.67 A) of Mg IX (368.070 Ilo) 736.0 A 
(a)  0.13 (93) 0.19 (130) 	0.23 (194) 0.15 (191) 0.18 (172) 0.10 (161) 
(b)  0.20 (139) 0.07 (153) 	0.22 (170) 0.24 (192) 0.06 (193) 0.18 (183) 

ghost (744.16 A) of Ne VIII 770.77 A 
(a)  0.48 (366) 0.47 (528) 	0.48 (747) 0.43 (625) 0.43 (503) 0.36 (447) 
(b)  0.69 (337) 0.64 (426) 	0.72 (412) 0.65 (497) 0.60 (456) 0.57 (398) 
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3.4.7 The physical characteristics of the off-limb (1997 May 4) and on-
disc (1997 October 16) regions 

Table 3.8 presents as an example the densities and temperatures derived from the 16th 

October (on-disc) and May 4 (off-limb) 1997 averaged spectra. All the other spectra 

examined, in October and June, have similar values. Note: 

• that the densities and temperatures deduced from different ions and line ratios are 

close. In particular, the direct measurements from the temperature-sensitive Si XI 

580.9 A/ 303.3 A(IIo) ratio are close to the other values which assume ionization 

equilibrium. However, the Si Xl 580.9 A/ 604.1 A ratio instead gives higher tem-

peratures, independent of the calibration used. Also, the density deduced from the 

Si IX ratios is similar to that obtained from the Si X ratio, thus suggesting that 

no corrections due to photoionization are therefore necessary for Si IX, at these 

densities. 

• how a different calibration affects the physical parameters. The different sensitivity 

curve adopted has the effect of changing absolute values of densities, temperatures, 

and element abundances deduced from line ratios, although these changes can be 

within the errors when both lines fall in the same detector. In any case, it is impor-

tant to consider how a different calibration could affect the physical parameters. 

Table 3.8 shows that the differences due to the use of the second standard NIS 

calibration (1999) are small, within the errors in most cases (the first NIS standard 

calibration - 1996-1998 - produced larger differences). 

3.4.8 The NIS 1 internal calibration 

The information from all of the observations mentioned above was used to constrain the 

NIS 1 sensitivity, i.e. find the wavelength dependence with the use of the diagnostic 

method. The resulting calibration is presented in figure 3.28, with other calibrations, for 

comparison. 

The other curves represent: 

• the first CDS standard calibration, which was based on the ground calibration 

(Brornage el al., 1996 and Lang et al., 1999). The data from Lang et al. (1999) are 

also displayed in the figure. It is evident that the ground calibration was obtained 

at only a few wavelengths. The two measurements around 360 A suggested a con-

stant sensitivity in this region. The wavelength dependence is that determined from 

theoretical calculations of various intensity ratios. 
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• The Landi €1 at (1997a) calibration, increased by a factor of 2. Landi ci al. (1997a) 

were not able to assess an absolute value of the sensitivity, but suggested that the 

MS 1 sensitivities needed to be increased by a factor of between 2.5 and 5, relative 

to NIS 2. 

• The second CDS standard calibration, introduced into the CDS software in December 

1998. The absolute value at 368 A, where the brightest NIS 1 line is, was derived 

from the Brekke et at (1999) study (with a reported accuracy of 25%). However, the 

coarse resolution ( 5 A) of the rocket flight spectrum, and the low signal-to-noise, 

did not allow a measurement of the wavelength dependence for NIS 1. 

Superimposed on the off-limb calibration (thick solid line), some of the lines used to deter-

mine the wavelength dependence, are shown. The results from the on-disc observations, 

are not shown, since there is not much difference from the off-limb case (most of the NIS 

1 lines are coronal), and the off-limb spectra have the advantage that they are not af-

fected by scattered light blending with cool lines. The line identifications can be found in 

Table C.2. 

For each ratio of two lines from the same ion, it was possible to determine the sensitivity 

ratio between the values at the wavelengths where the lines are, directly from the ob-

served intensities (in phot-events) and the theoretical emissivity, independent of element 

abundances, differential emission measure distribution, and ionization equilibrium. These 

ratio values have been normalized and are shown in Figure 3.28. The following groups 

of lines were found suitable for calibration purposes, because they are well represented in 

CHIANTI-SERTS comparisons, are bright and do not appear to be blended in off-limb 

quiet sun observations: 

• Fe XVI (335.41, 360. A) 

Intensities from active region observations were used. In these cases, the 335.4 A 
is all Fe XVI. Note that this measurement constrains the sensitivity ratio between 

those wavelengths. The Landi ci at. (1997a) calibration also is also consistent with 

this line ratio. 

• Fe XII (346.852, 352.106, 364.467 A) 

These lines have already been described in Chapter 2. They are bright lines, free 

of blends in the off-limb spectra, and the agreement between CHIANTI and SERTS 

data is excellent. There is no reason why differences in the CDS observations should 

arise. These indicate an almost constant sensitivity at those wavelengths. The 

352.106 A line was used to normalize the ratio values of the lines shown in Figure 3.28. 
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• Fe XI (341.113, 352.662, 356.519, 369.153 A) 

The 369.153/352.662 is a branching ratio, well represented in the SERTS-89 obser-

vations. These lines are bright and well resolved, in particular in off-limb spectra, 

and require a large increase in the sensitivity toward the higher wavelengths. The 

Fe XI 341.113 A is a bright well resolved line, that furthermore is well represented 

in the SERTS-89 case (also noted by Young et al., 1998). However, in all the CDS 

spectra examined, this line is not well represented, and would require a much higher 

sensitivity than in the curve presented in Figure 3.28, where the 352.662 A line was 

used as a reference line to normalize the other lines. The Fe XI 341.113 A line there-

fore, must be blended in the CDS spectra. In the SERTS-89 spectrum, a very weak 

unidentified line is reported at 340.969 A, with an intensity 0.17 times the intensity 

of the Fe XI line. Off-limb radial intensity profiles of the ratio of the 341.113 A 
with the other Fe Xl lines (not shown here), although changing, do not present large 

variations, and therefore the unidentified line that blends the 341.113 A line must 

be a coronal line, and moreover not a high-temperature line (otherwise it would not 

contribute in the quiet sun on-disc or off-limb spectra). This therefore still leaves 

more than 30% of the observed line un-accounted for. This discrepancy would in-

crease if a lower sensitivity at 341 A is adopted. The 356.519 A line is blended with 

an Fe XIV 356.641 A line and is not directly usable. 

• Fe X (345.722, 365.543 A) 

These two bright lines form a branching ratio. The 365.543 is blended with a bright 

Ne V line in on-disc observations. In the off-limb observations, this line should be 

free of blending, and can be used in conjunction with the 345.722 A to constrain the 

relative sensitivity between those wavelengths. This branching ratio would require a 

lower sensitivity at 345 A than is presented here, and is therefore not in agreement 

with the results, unlike the SERTS-89 case. The region between 340 and 350 A 
therefore has inconsistencies that will require more investigations. 

• Mg VIII (315.038, 335.253, 339.006 A) 

The Mg VIII ( 315.038, 339.006) lines always show a constant ratio (within few 

%), independently of the observed region and provide a good constraint on the 

relative sensitivity between those wavelengths. The 335.253 A line is only usable 

as a check, because even when the Fe XVI contribution is absent, there is a non-

negligible contribution from a previously unidentified Fe XII line, as explained below. 

Also note: 

• Si IX and Si X 
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Although the Si IX and Si X lines are density-sensitive, and were therefore not used as 

calibration lines, their normalised ratios are also plotted in Figure 3.28, to show that, 

within the errors, these ratios are all consistent with the curve of sensitivity that is 

presented here. As already shown, however, for the purposes of density diagnostics, 

a different sensitivity curve in the 340-360 A region does not significantly affect the 

results. If Fe X is to be believed, then the sensitivity curve should be less constant, 

with effect of having slightly lower densities as derived from the Si IX and the Si X 

ratios. However, this would leave unexplained why the Fe XI and Fe XII would be 

wrong (being the Fe XII well represented in other spectra as SERTS). 

• In most of the observations analysed the above lines provide similar ratios (only some 

are shown in Figure, and show the small scatter in the ratio values from different 

observations). 

• The apparently unconstrained regions of the sensitivity curve are in fact constrained 

by lines of other ions, that are not shown in the figure. Among them are all the Fe 

XIII, Fe XIV, Fe XV lines that span almost the whole NIS 1 channel (from 308 to 

373 A), already shown in the active region spectrum. These confirm the calibration 

proposed here. Also, there are related lines in other channels which constrain the 

NIS sensitivity subject to the calibration of the other detectors. For example, the 

group of 0 Ill/N III lines r.'  374 A can be used in conjunction with the 0 III lines 

seen in GIS 4 and NIS 2. These also indicate much increased sensitivity at these 

wavelengths. The (uncertain) downturn at the end of the detector is constrained by 

the presence of the Ca IX-Na VII blend at 378 A. 

• The absolute values of the NIS 1 calibration are deduced from a relative calibration 

study that is described in Section 3.4.10. 

• The absolute values almost coincide at 368 A with the only reliable NIS 1 measure-

ment cited in Brekke et al. (1999), producing excellent agreement with the rocket 

flight calibration. 

In all the on-disc observations examined the sensitivity of all the NIS channel apparently 

increases by about 10%, as already indicated by the direct NIS 1/ GIS 2 comparison of 

the overlapping region (Section 3.4.6). These variations cannot be ascribed to variations in 

effective areas, nor to non-linear effects, for example, and remain unexplained. Departures 

from the optically thin limit can be ruled out, as are variations of the physical conditions 

for the coronal lines that are present in NIS 1, that are not substantially changing, as 

shown in Figure 3.25. The only effect that affects the NIS 1 channel as a whole is the 

scattered light (see e.g. Figure 3.38), which could therefore be related to this peculiar fact. 
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In fact, different selections of the background can easily account for a change in the tine 

intensities up to factors of 15%. However, a 10% difference, even if real, is still well within 

all the other uncertainties in the observations and atomic physics (that are intrinsically 

difficult to estimate), that can be summed to at least 20-30%. 

3.4.9 The NIS 2 internal calibration (first order) 

Unlike the NIS 1 channet, there are not many lines emitted by the same ion that are seen 

in NIS 2. Moreover, some of these lines are complex blends between 'cool and hot' lines, 

and with second order lines, as already shown. The useful lines can be grouped into two 

classes: 

1. The chromospheric and transition region (cool) lines that are only visible in on-disc 

quiet sun observations. Active region observations have to be avoided because of 

strong blending with second order lines. 

2. Coronal lines observed in off-limb quiet sun observations. The active region obser-

vations produce second order lines that blend with some of the lines in the off-limb 

observations. The off-limb observations are required to eliminate the contribution 

from the coot lines to the coronal lines, as already shown in Section 3.4.6 (see e.g. 

Figure 3.27). 

All the on-disc quiet sun NIS observations analysed have been used to constrain the sensi-

tivity using the first group of tines, while all the off-limb quiet sun observations have been 

used in the other case. The information from such off-limb and on-disc observations is 

summarised in Figure 3.29, proposing a new calibration, scaled to match the Brekke et al 

(1999) value at 584 A. As in the NIS 1 case, the result is compared with the other cali-

brations in the last three years: 

. the first CDS standard calibration, that was based on the ground calibration of 

Brornage et al. (1996). The most retiable measurements obtained there were from 

the wide slit He 1(584.3, 537 A) observations. Both these observations indicated the 

same sensitivity value of 0.00040. The measurement at 537 A was adopted, and a 

linear variation along the detector was introduced to explain the 0 III (525.8/599.6 

A) ratio observed in-flight. The ground He I measurements were therefore not in 

agreement with the in-flight observations. 

• The Landi et aL (1997a) calibration. The main features are an atmost constant 

sensitivity along the centrat part of the channel, with an increase at the shorter 

wavelengths and a downturn at the end of the detector. 
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• The second CDS standard calibration, introduced into the CDS software in December 

1998. This calibration is based on the Brekke ci al. (1999) study. For the NIS 2 

channel, in fact, the signal was sufficient to allow an estimate of the background 

intensity. The main features are an increased absolute sensitivity, by a factor of 

1.6 compared to the previous ground calibration, a rise at the high wavelength and 

a downturn at wavelengths below 530 A. The cited accuracy in terms of absolute 

values ranges from 15% at 584 A, to 25% at either end of the spectrum. However, 

additional uncertainties (although ruled out in their paper) could be due to the fact 

that the rocket flight observed the sun as a star, and the CDS observations were not 

simultaneous. 

• The revised ground calibration data of Lang ci al. (1999) are displayed in the figure, 

with the same symbols as in their report. The main changes, compared to the 

previous ground calibration, are an increase in the absolute values of the wide slit 

He I data. In addition other measurements (done with wide and narrow slit). It 

should be noted that the measured values reported in Lang ci al. (1999) are not 

in good agreement with the expected theoretical curve. The revised absolute value 

at 584 A is instead in excellent agreement with the value derived by Brekke et al. 

(1999), suggesting that the NIS 2 sensitivity did not appreciably change over a long 

period of time (unlike the NIS 1 one). However, the other He I value at 537 A 

(square box in the figure), nor the measurements around 610 A(that indicate a very 

low sensitivity), are not in agreement with the value measured by Lang ci aL (1999), 

as the Figure shows. While the measurement at 610 A is not reliable (B. Bromage, 

1999, priv. comm.), the He I measurement is, and the discrepancy cannot be easily 

explained, unless in-flight modifications of the NIS 2 sensitivity have taken place. 

The transition region and chromospheric lines 

The useful lines are: 

o iii (525.796, 599.597 A) lines. Note that in active region spectra the 525.796 A line is 

partly blended with Fe XVI 263 (second order). There is also an 0 III line at 597.817 A 

which is weak and might be blended, although it is always in good agreement with the 

other two lines. 

o IV lines. The 0 IV 608.397 was used in conjunction with any of the other 0 IV lines 

at 553-556 A. The 0 IV line (three transitions) visible at 617.0 A is very weak and partly 

blended with second order lines. 

He I lines (515.62, 522.21, 537.03, 584.35 A). 
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As noted by previous authors (e.g. Andretta and Jones, 1997, and Macpherson and Jordan, 

1999), all the lines of the sequence present similar characteristics, independent of the type 

of solar region observed. In particular, the ratios of the line intensities versus the 584.35 

A intensity is very constant, as shown in Table 3.9, which reproduces the calibrated He 

I averaged intensities of Vernazza and Reeves (1978), together with the theoretical values 

in the optically thin approximation (using the Arcetri spectral code). This finding has 

been confirmed by the analysis of the on-disc NIS 2 spectra. This fact makes these lines 

suitable for an in-flight calibration. Unfortunately, there are no well calibrated recent He 

I line intensities, and the only set of well calibrated values are indeed those reported in 

Vernazza and Reeves (1978), which rely partly on previous rocket flights. However, assum-

ing that the calibration is correct, then the CDS observations imply that the sensitivities 

at those wavelengths are those indicated by the large triangles in Figure 3.29(the values 

have been normalized at 584 A). The values that the sensitivities should have if the He 

I emission is optically thin (a strong assumption for the He I lines, see the above-cited 

studies of Andretta and Jones, 1997, and Macpherson and Jordan, 1999, and references 

therein), are also shown in the Figure. It is interesting to note that: 

. the 584 and 537 A lines appear to be effectively optically thin. 

. the sensitivity at 537 A, derived from the Vernazza and Reeves (1978) calibrated 

values (and from the theoretical emissivities) are in excellent agreement with the 

Breklce et al. (1999) value, but not with the ground calibration value. 

• The Vernazza and Reeves (1978) of the other two He I lines require an upturn of 

the sensitivity at the shorter wavelengths, and not an upturn, as suggested by 

Brekke et aL (1999). However, this upturn is not as steep as suggested by the 

Landi et at (1997a) study. 

Table 3.9: The ratios of the calibrated He I intensities of Vernazza and Reeves (1978) 
for the various solar regions (QS: quiet sun; CH: coronal hole; AR: active region; cc: 
cell centres; net: network), with the theoretical ratios, calculated assuming optically thin 
emission. Note the small variations of these ratios, and how close they are with the 
predicted values. At the bottom, the calibrated intensity of the 584.35 A is reported, to 
show the large variations of the observed intensities. 

ratio 	 QS avg QS cc QS net CH avg CH cc CH net AR 	AR active calculated 
515.62/584.35 A 0.028 	0.028 0.031 0.024 	0.022 0.032 	0.027 	0.027 	0.021 
522.21/584.35 A 0.050 	0.048 0.053 0.054 	0.054 0.055 	0.043 	0.045 	0.044 
537.03/584.35 A 0.130 	0.128 0.132 0.136 	0.132 0.142 	0.113 	0.115 	0.133 
1(584.35 A) 	544.98 426.22 827.71 250.12 221.93 300.94 5470.68 7233.50_ 	- - 
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The coronal lines 

NIS 2 observes the bright doublets: Ca X (557.765, 574.010 A) ;  Al XI (550.031, 568.12 

A) and Mg X (609.793, 624.941A). In on-disc observations the Ca X 574.010 A is blended 

with a C II! 574.279 A and the Mg X 609.793 is blended with a bright 0 IV 609.829 A 

line. The Al XI 568.12 line is blended in active region observations with two second order 

lines (Fe XV and Al IX at 284.1 A), and in on-disc observations with Ne V at 568.417 

A. In particular, the two Mg X lines have been used to determine the relative calibration 

between 610 Aand 625 A, using off-limb observations. 

Other lines 

As in the NIS 1 case, other lines have been used to obtain a consistent calibration relative 

to the other CDS channels, and are not shown for simplicity in Figure 3.29. These are 

emitted from other ions that produce lines seen in the other CDS detectors. More details 

of the relative calibration are given in Section 3.4.10. Just as an example, the upturn at 

the longer wavelengths has the effect of reducing the calibrated intensity of one of the 

brightest lines in NIS 2, 0 V 629.732 A, by almost a factor of 2. Only with this upturn 

it is possible to find a good agreement with the multiplet 0 V lines seen in GIS 4 = 760 

A. Also, when deducing emission measure (or DEM) the 0 V 629.732 A line is out by a 

factor of 2 in intensity, compared to the other lines, when using the first standard CDS 

calibration. 

Concluding comments on the NIS 1 and NIS 2 sensitivities 

The only direct in-flight absolute calibration study is that of Brekke et al. (1999). In 

considering a detailed comparison with the diagnostic study presented here, it should 

be noted that the coarse resolution (c 5 A) of the rocket flight spectrum limited the 

evaluation of the instrumental background, increasing the uncertainty. The spectra have 

been binned into six wavelength regions, and the background estimated from thevery) 

few regions free of line emission. With this in mind, the main differences (almost.sithin 

the errors) between the in-flight calibration study of Brekke et al. (1999) and the NIS 2 

relative calibration presented here are: 

• the upturn in the calibration presented here at the shorter wavelengths. However, 

the downturn at wavelengths below 530 A is regarded as uncertain by these authors, 

because of low signal. 
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• a decreased sensitivity at 610 A, as derived from the 0 III and 0 IV lines. However, 

the region around 600 A proved difficult to fit and was discarded in their work. 

• The region between the He 1 537 and 584 A shows more variation in sensitivity in 

the calibration proposed here. However, one of the six wavelength bins (the central 

one) in the Brekke ci at (1999) study spanned the 545-575 A range, and therefore 

the two calibrations are not in disagreement (the averaged sensitivity in the 545-575 

A range is similar). 

Note that the upturn at the longer wavelengths was not expected from theoretical calcu-

lations of the sensitivity. In general, most of the ground calibration measurements, and 

the theoretical variation of the sensitivity are not in accordance with either direct in-flight 

(Brekke ci at, 1999) cross-calibrations, nor with the in-flight diagnostic study presented 

here. Therefore, there is no sensible reason why the even fewer ground measurements or 

theoretical curves for the NIS 1 channel (and the GIS ones for that matter) should be reli-

able, at least if accuracies of 20-30% are sought. Also, in terms of relative values between 

NIS 1 and NIS 2, the ground calibration data imply a much lower sensitivity than that 

one measured in flight, by both the present and the (Brekke ci at, 1999) study, by factors 

of more than 2. These differences could be due to the reflectivity of the optical parts (e.g. 

mirrors, gratings) having changed in-flight, or to the different illuminations, for example. 

The theoretical curves, based on the expected reflectivity of the optical parts were also not 

very accurate, probably, or in any case can not be directly applied to the in-flight data. 

Similarly, also the second order NIS sensitivities, and the GIS sensitivities presented here 

significantly differ from the pre-flight measurements, as Figure 3.30 shows. 

More comments on the NIS 1 and 2 calibration can be found in Sections 3.4.11 and 3.4.12, 

where particular observations are presented. 

3.4.10 The cross-calibration between all the NIS and GIS channels, first 
and second order 

The whole process is an iterative one, only briefly outlined below. First, the internal 

calibration within each GIS channel was studied, following the same method explained in 

detail for the NIS 1 and NIS 2 case. However, only in the GIS 1 and GIS 2 spectra are 

there pairs of lines emitted by the same ion, which can be used for this purpose. The 

complete calibration of all the GIS spectra therefore relies on the cross-calibration with 

the MS detectors. Also, the relative calibration between NIS 1 and NIS 2 depends on 

the GIS calibration. The procedure was to assume valid the internal NIS 1 and NIS 2 

sensitivity curves shown above, and then cross-calibrate each GIS channel. 
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Cross-calibration between the NIS 1 and GIS 2 

The cross-calibration in the overlapping region is straightforward, since both channels de-

tect the same lines. The Si VIII 319.825 A has been used to scale the relative sensitivities. 

This line has been chosen because it is the brightest line, is un-blended, not density-

dependent, and is the only one in the overlapping region that is not significantly affected 

by the ghosting. In fact, it creates two weak ghosts in regions free of lines, and therefore it 

was possible to reconstruct this line. The values of the relative NIS 1/ GIS 2 sensitivity at 

319.825 A (as in Figure 3.23) have been deduced from the off-limb observations, where the 

contribution from the scattered light, that not only creates a background diffuse light, but 

is variable in time, is not present. The May, June, and October 1997 off-limb observations 

are all in accordance, suggesting that in that period the relative sensitivity between NIS 1 

and GIS 2 had not appreciably changed. As already mentioned, the on-disc observations 

are not in close agreement with the off-limb ones, and present an apparent decrease of the 

GIS / NIS sensitivity of about 10%. 

Other lines in the GIS 2 channel were used to derive the wavelength dependence. These 

include lines from Fe XIV, Fe XV, Fe XVI, Si X, Si VIII, Mg VII, using off-limb NIS/GIS 

and GIS active region observations. 

Cross-calibration between NIS 1 and GIS 1 

This is also relatively straightforward, since NIS 1 and GIS 1 observe in any on-disc or 

off-limb case many Fe X, XI, XII, and, in active region spectra, also bright Fe XIII and 

Fe XIV lines. Density-sensitivity is an issue for many of these lines, so the off-limb quiet 

sun spectra are again the best, because the density there is well established. Some of the 

useful bright lines are: 

• Fe X: 345.722, 365.543 A (NIS 1); 174.534, 177.242, 184.543, 190.0 A (GIS 1). 

• Fe Xl: 352.662, 356.519, 369.153 A (NIS 1); 180.4, 182.169, 188.2 (188.232+188.299) 

A (GIS 1). 

• Fe XII: 346.852, 352.106, 364.467 A (NIS 1); 192.393, 193.521, 195.100 A (GIS 1). 

• Fe XIV: 334.172 A (NIS 1); 211.320 A (GIS 1). 

Cross-calibration between NIS 1 and GIS 3 

The calibration of the central part of GIS 3 was carried out using the bright Mg VIII and 

Mg VII lines visible in the 429-437 A region with the Mg VIII and Mg VII lines seen in 
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NIS 1. The quiet sun off-limb observations are the most suitable, because the ghosting of 

the GIS lines can be checked (see below), and because blending with second order lines is 

negligible. The Mg VIII lines are more suitable than the Mg VII lines, because they vary 

much less with time. 

GIS 3 also observes many Mg IX lines (439.176, 441.199, 443.973, 448.293 A) that could be 

used in conjunction with the bright resonance 368.070 A line observed in NIS 1. However, 

although excellent agreement among the GIS lines was found, no agreement with the 

368.070 A line could be found, confirming the SERTS-89 results described above. 

C ross- calibration between the NIS 1 and NIS 2 

The diagnostic method is almost unapplicable, since in NIS 1 and NIS 2 there are only a 

few cool lines emitted by the same ions. Only quiet sun on-disc observations, where the 

scattered light adds uncertainty in the measurements, can be used. Furthermore, these 

lines are weak and partly blended. The lines observed in NIS 1 are: 

(1) a blend of Ne IV and Ne V at 357.8 A. Some observations suggest that these lines are 

further blended. 

(2) A weak and blended Ne V 359.382 A line. 

(3) a complex group of 0 III and N III transitions observed at 374 A. 

These lines were used as a cross-check of the relative NIS 1/ NIS 2 calibration in conjunc-

tion with the Ne IV (541.128, 542.072, 543.891 A), Ne V (568.417, 569.824, 572.331), and 

O III (525.796, 599.597 A) lines observed in NIS 2 (the N/O relative abundance can be 

checked using the N III and 0 III lines observed in GIS 4). Agreement with the results 

obtained from the other cross-calibrations was found in most cases. 

On-disc cross-calibration between NIS 2, GIS 3, GIS 4 

Since most of the NIS 2 lines are transition region lines, and the second order sensitivity is 

non-negligible, only the quiet sun on-disc observations could be used. Careful examination 

of any temporal changes had to be considered here, as already explained with the example 

in Figure 3.26 (above). The lines used for both the internal GIS 3 and 015 4 calibration, 

and for the cross-calibration are (note that some of them are density-sensitive and were 

given lower importance in the iteration process) 

• 0 III: 702.8 (2), 703.8 (2) A (GIS 4); 525.796, 597.817 (bI Ca VIII), 599.597 A (NIS 

2). 
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. 0 V: 758.676, 759.441, 760.4 (2), 761.127, 762.003 A (€115 4); 629.732 A (NIS 2) 

. Ne IV: 469.9 (4) A (€115 3); 541.128 (hI Fe XIV Ho 270.507 ), 542.072, 543.891 (hI 

Si X Ilo 271.98) A (NIS 2). 

. Ne V: 416.194, 481.3, 482.982 A (€115 3); 568.4 (bI), 569.8 (2), 572.3 (3) A (NIS 2). 

The lines observed in GIS are of limited use, for various reasons. 

. Ne VI: 399.821 (bI), 401.136 (hI), 401.926, 435.648 A (GIS 3); 558.594 (bl Ne VII), 

562.803 (NIS 2). 

• Ne VII: 465.22 A (GIS 3); 559.948, 561.7 (2), 564.528 (hI) A (NIS 2). 

• S IV 661.4 (2), 748.392, 750.220, 753.759 (GIS 4). 

Cross-calibration between NIS 1 and GIS 4 (first and second order) 

The first order cross-calibration was not really possible, since only a few lines (with tem-

perature and density effects) could be used: Mg IX 706.060, 749.551 A (GlS 4) with the 

368 A (NIS 1), and the weak 782.338 A at the very end of CbS 4, with the Mg VIII lines 

seen in NIS 1 

The cross-calibration of the second order GIS 4 sensitivity, however, is straightforward, 

since almost all the second order lines in GIS 4 are also observed in NIS 1. However, 

these lines are heavily blended with on-disc lines, and therefore only the off-limb quiet sun 

observations were usable. 

Other cross-calibrations (first and second order) 

Many other cross-calibrations and checks were possible, using many other lines. 

The quiet sun off-limb observations were used to directly cross-calibrate the NIS 2 second 

order sensitivity (at the higher wavelengths), with the same lines, observed in first order 

in NIS 1 (and also to cross-calibrate with GIS 2). The rest of the NIS 2 second order 

sensitivity was directly cross-calibrated using the same lines seen in first order in GIS 2 

(although strong ghosting limited part of the CbS 2). To do this, Off-limb quiet sun and 

active region spectra were used 

Part of the second order GIS 3 sensitivity was derived with a direct cross-calibration of the 

same lines seen in first order in €115 1, using off-limb quiet sun spectra and active region 

spectra (these lines, in fact, are otherwise: (1) blended in the GIS 3 spectra with cool 

lines; (2) not visible, since they are all high-temperature lines (Fe XII, Fe XIII, Fe XIV)). 
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The rest of the CIS 3 second order could only be inferred from theoretical predictions of 

the lines intensities, with the use of DEM analyses of active regions and off-limb quiet 

sun regions. 

Many other indirect cross-calibrations could be possible, using for example lines that have 

similar contribution functions, emitted by different elements, whenever it was possible to 

independently check the relative element abundance, and with the use of DEM analyses. 

Just as a simple example, the Mg/Si abundance can easily be checked using the two 

315.038 (Mg VIII) and 316.205 (Si VIII) A lines, observed in NIS 1 (in CIS 2 the Si VIII 

316.205 has serious problems of ghosting and contaminations and cannot be used). These 

lines are close in wavelength and therefore their ratio of intensity does not depend on 

the calibration. Once the Mg/Si is known, then the Si VII line seen in GIS 2 i-.-' 275.5 

A (others are blended, in some cases, with lines and ghosts) were used to cross-calibrate 

that spectral region with all the other regions (GIS 3, NIS 1) where all the Mg VII lines 

are seen, using DEM analyses to account for the (small) differences in the contribution 

functions the Si VII and Mg VII have. 

Final results and comments 

Figure 3.30 shows the CDS first and second order sensitivities that were derived from all 

the cross-calibrations from all the data analysed. These sensitivities have been applied to 

all the spectra presented in this thesis, unless explicitly stated otherwise. 

Since it is virtually impossible to present all the observations, fits to the data, DEMs, 

cross-calibrations done, what has been done instead is to use all the spectra presented 

throughout this thesis to show the validity of this calibration. Examples in the form of 

Tables and synthetic spectra have already been given, while others (some more detailed) 

are given in the following Sections and in the Appendices. With this calibration, most 

of the lines are well represented within a 20% or so, at least for the lines emitted by the 

same ion (examples of lines emitted by different ions and that are not in agreement with 

theory have also been and will be given throughout the rest of this thesis). Considering 

all the uncertainties in either the atomic physics, the observations, the ghosting problem 

in the GIS spectra, this is already an achievement. However, this does not mean that 

this calibration can be considered to be correct within a 20% throughout all the channels. 

There are spectral regions where direct cross-calibrations were possible, and where suitable 

observations were analysed in order to derive direct sensitivity ratios, using bright lines. 

These regions are therefore well constrained. Other regions were also well constrained 

by having a large number of lines for a cross-calibration. Many other regions in the 

GIS spectra were so heavily affected by cross-ghosting that was not possible to use them 
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to constrain the sensitivity. Wherever possible, a smooth sensitivity curve (within each 

channel) was sought. 

The main features worth noting, comparing the calibration presented here with the pre-

flight measurements (Lang et at., 1999), keeping in mind that all the cross-calibration was 

based on fixing the absolute value at 584 A to be in agreement, are: 

• much higher sensitivities in NIS 1 and in all the GIS channels. 

• A much lower second order NIS 2 sensitivity (the only pre-flight measurement of the 

NIS 2 sensitivity, at 608 A, is shown in Figure). 

It is also interesting to note: 

• on average, the relative sensitivities between all the GIS channels (and the NIS 1) 

do not differ much between the pre-flight ones and this in-flight study. 

• The variations with wavelength, within each GIS channel, can be regarded as con-

sistent with the pre-flight 015 measurements, except for GIS 2 where a steeper 

wavelength dependence was measured on the ground 

• The same GIS wavelength variations follow the predicted sensitivities (see, e.g., 

Figure 36 in Bronzage et aL (1996) and Figure 33 in Lang et aL, 1999), in most 

spectral regions. The predicted sensitivities were evaluated from the reflectivities of 

the telescope, the scan mirror, the grating, and the efficiencies of the detectors. They 

present a minimum sensitivity at 210 A, followed by a rise with a sharp drop at 270 

A followed by a shallow increase until 380 A, where the sensitivity decreases again, 

to reach a minimum in 015 3 around 430 A, and to then increase again at higher 

wavelengths. The 015 4 spectral region was expected to have a constant sensitivity. 

• The second order curves suggest that most of the sensitivity variations are due to 

the telescope and scan mirror refiectivities, rather than to the grating efficiency in 

second order. In fact, their wavelength variations are consistently similar to the 

correspondent first order variations (that have been derived independently). 
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3.4.11 The off-limb observation of May 4th 1997. The effect of different 
calibrations and ionization equilibrium calculations. Full list of 

identified lines 

Since all the GUS off-limb spectra examined have shown similar characteristics (i.e. DEM, 

abundances, densities), only the results from the May 4th 1997 observation are presented 

here. These off-limb spectra are particularly simple to model, because they represent 

a simple structure. The plasma along the line of sight is almost isothermal, and has 

almost constant density. These spectra are therefore particularly suitable not only for 

calibration purposes (because variations in the line intensities due to temperature and/or 

density effects are minimised), but also as a check for the ionization state of the plasma, 

as described below. 

The contribution functions have been calculated at constant density N = 3.5x108 , as 

deduced from the observed lines (Table 3.8), except for two Fe XII transitions (338.278 

and 335.339 A) for which a constant density N = 2x10' 0  was assumed (for reasons that 

are described below). Note that an error in the calibration does not significantly affect the 

derived density. The Arnaud and Rothenflug ( 1985) ionization equilibrium calculations 

have been used, with CHIANTI version 2.0 (plus recent Fe XIV calculations, Storey ci aL, 

1999, and Mg IX calculations, P. Young, priv. comm.). The photospheric abundances of 

Grevesse and Anders (1991) have been adopted, except for Na (+0.2), Al (+0.2), and Ca 

(+0.6) [numbers in parentheses are usual differences in dex from photospheric values]. 

CHIANTI SPECTRAL CODE 
23 

Abund.;rnoy..o..mirS . 
Ion Eq. : orncud...rothcnflugjm + 

• 	 constant density: 3.SOe+ B crvf' 

II 
22 

E 
21 

Li 
0 

a. 
0 

nil 

5.70 	5.80 	5.90 	6.00 	6.10 	6.20 	6.30 
log T [K] 

Figure 3.31: The derived DEM for the off-limb quiet sun observation of May 4th 1997 

180 



Figure 3.31 shows the DEM that was found. The lack of (or weak) emission in cool (e.g. 

chromospheric and transition region) and hot (Fe XVI) lines constrains the DEM values 

away of a well-defined peak, around a million degree. However, The 'width' of the DEM 

shows that the plasma is not strictly isothermal. However, the peak temperature of the 

DEM distribution is in agreement with the temperatures derived from the line ratios 

(shown in Table 3.8). 

Table 3.10: Results of the analysis for the lines (first and second order) from the off-limb 
quiet sun observation of May 4th 1997. Some of the lines used for the calculation of the 

DEM of Figure 3.31, those used for cross-calibration between detectors (and orders), and 
a few other ones, are shown. The calculations were at constant density N = 3.5x108 , 

with the Arnaud and Rothenfiug (1985) ionization equilibrium. Note the good agreement 

between lines of the samc ion (confirming the adopted calibration), between lines of the 
same element (confirming the DEM), and between lines of different elements (confirming 
the adopted abundances). For some lines, the corresponding values obtained using the 
'second standard CDS calibration (GDS software, 1999)' are shown. Note that: (1) no 
lines were observed at either higher and lower temperatures; the lines having log Tg < 6 
were weak, and suffered from intensity variations with time, and were not used for the 
cross-calibration. (2) considering the doublet lines and in general lines of the same ion, 
the 'second standard' calibration has larger relative deviations (up to 30%); (3) considering 
particular wavelength regions, the 'second standard' calibration produces deviations up to 
50%, as is the case for the bright lines at the shortest wavelengths in NIS 1 (e.g. Mg VIII 
oic I) A 	C. i/ITT 010 0 A 

- 	 Transition 'ob 17 +1- Det log 	log frac 

(A) 	(A) lob T5 Tmax 
o iv 555.263 555.1 	2s2 2p 7 P3,2 - 2s 2p2 2 P1,2 0.8 0.68 0.12 N 2 5.37 	5.27 

Ne VI 562.803 562.9 2s2 2p 2 P3 ,2  - 2s 2p2 2 D512 2.9 1.21 0.13 N 2 5.89 	5.63 
Ne VII 561.728 561.7 2s2p 3P2 - 2p2 3 P2 4.6 1.04 0.11 	N 2 5.97 	5.72 0.83 
Ne VII 561.378 	2s2p 3P1 - 2p2 3 P, 5.72 0.17 
Ne VII 465.22 	465.2 	2s2 'So - 2s2p 'P1 142.2 0.76 0.08 C 3 5.98 	5.72 
Mg VII 434.917 434.9 2522p2 3 1`2 - 2s2p3 3 133 36.9 1.23 0.16 C 3 5.98 	5.80 0.87 
Mg VII 434.72 	2s22p2 3 1`2 . 2s2p3 3 132 5.80 0.13 
Mg VII 431.313 431.3 2s22p2 3 P1 - 2s2p3 3 132 25.0 1.23 0.18 C 3 5.98 	5.80 0.78 
Mg VII 431.188 	2s22p2 3 P1 - 2s2p3 3 D, 5.80 0.22 
Mg VII 429.14 	429.2 2s22p2 3 P0 - 2s2p3 3 131 12.5 0.84 0.15 C 3 5.98 	5.80 
Mg VII 367.674 367.7 2s22p2 3 P2 - 2s2p3 3 P2 84.7 0.61 0.07 N 1 5.98 	5.81 0.77 
Mg VII 367.683 	2s22p2 3 P2 - 2s2p3 3 P1 5.81 0.23 
Mg VII 363.772 363.8 2s22p2 3 P0 - 2s2p3 3 P1 13.7 0.73 0.12 N 1 5.98 	5.81 
Mg VII 365.234 365.1 	2s22p2 S I', - 2s2p3 3 P2 26.2 1.23 0.16 N 1 5.98 	5.81 0.36 
Mg VII 365.176 	2s22p2 3 P, - 2s2p3 3 P0 5.81 0.33 
Mg VII 365.243 	2s22p2 3 P1 - 2s2p3 3 P1 5.81 0.26 
Mg VII 278.402 278.4 2s22p2 3 P2 - 2s2p3 35 52.9 1.17 0.16 C 2 5.99 	5.81 0.68 
Si VII 278.443 	2p4 3 P, - 2s.2p5 3 P2 5.77 0.29 
Mg VII 276.154 276.1 2s22p2 3 P0 - 2s2p3 3 S, 18.1 0.91 0.31 	C 2 5.99 	5.81 0.51 
Si VII 275.667 	2p4 3 P1 - 2s.2p5 3 P, 5.77 0.45 
Si VII 275.353 275.3 2p4 3 P2 - 2s.2p5 3 P2 60.6 0.91 0.12 C 2 5.99 5.77 
Na VIII 411.166 411.1 	2s2 'o - 2s.2p 1 P1 22.8 1.13 0.15 0 3 5.99 5.86 
Mg VIII 782.338 781.9 2p 2p3,,2 - 2s.2p2 4 P3,2 6.7 0.77 0.59 0 4 6.00 5.90 
Mg VIII 430.465 430.5 2p 2 P 1 p - 2s.2p2 2 03 ,2  104.0 1.04 0.11 	G 3 6.00 5.91 
Mg VIII 315.039 315.0 2p 2 P3,2 - 2s.2p2 2 P3 1 2  264.8 1.05 0.11 	N 1 6.00 	5.91 

(standard calibration) 185.8 1.50 0.15 N 1 
Mg VIII 315.039 630.0 2p 'P3,2 - 2s.2p2 'P3,2 443.7 0.63 0.07 N 2 6.00 	5.91 
Mg VIII 315.039 315.1 2p 2 P3,2 - 2s.2p2 2 P3p 290.8 0.96 0.10 C 2 6.00 5.91 
Mg VIII 313.754 313.7 213  2 P 1 ,2 . 2s.2p2 2 P,12 119.2 0.92 0.10 N 1 6.00 5.92 
Mg VIII 313.754 627.6 2p 2 P112 - 2s.2p2 2 P 1 p 100.5 1.09 0.16 N 2 6.00 5.92 
Mg VIII 339.006 339.0 2p 2 P3,2 - 2s.2p2 2 S,,2 62.5 1.07 0.11 	N 1 6.00 5.92 

(standard calibration) 49.7 1.34 0.14 N 1 
Mg VIII 428.319 428.2 2s.2p2 ' 0512 - 2p3 'Dsp 4.3 0.78 0.27 C 3 6.00 5.92 0.55 
Mg VIII 428.245 	2s.2p2 203,2 

- 
2p3 2 D312 5.92 0.35 

Al VIII 387.957 775.4 2p2 3 1`2 - 2s.2p3 3 D3 39.9 0.69 0.38 C 4 6.02 5.92 0.84 
Al VIII 387.822 	2p2 3 P2 - 2s.2p3 3 D2 5.92 0.14 
Ne VIII 780.324 780.1 	1s2 2s 	- 1s2 2p 2 P1,2 157.7 1.69 0.20 C 4 6.02 	5.79 
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Table 3.10: (continued) 
Ion Ath 	A.b 	Transition 'ob Iu./ +1- Oct log 	log frac 

(A) 	(A) 1ob Tff 	Trnax 

NO VIII 770.409 770.8 1s2 2s 	- 1s2 2p S F312 294.1 1.81 0.20 0 4 6.02 	5.79 

Al VIII 325.276 325.4 2p2 3 F1 - 2s.2p3 3 F0 13.5 1.42 0.28 N 1 6.02 	5.92 0.37 

Al VIII 325.292 	2p2 3F1 - 2s.2p3 1F2 5.92 0.33 

Al VIII 325.338 	2p2 3 F, - 2s.2p3 3P1 5.92 0.29 

Si VIII 314.327 314.4 	2s22p3 4 
S3/2 - 2s2p'l 4 F,,t 2  125.0 1.03 0.11 N 1 6.02 	5.91 

Si VIII 314.327 628.8 2s22p3 	- 2s2p4 IF1,2 107.7 1.20 0.91 N 2 6.02 	5.91 

Si VIII 319.826 319.8 2s22p3 	- 2s2p4 4 P5,2 335.9 1.11 0.12 0 2 6.02 	5.91 

Si VIII 319.826 319.9 2s22p3 	- 2s2p4 4 F5 12 323.0 1.15 0.12 N 1 6.02 	5.91 

(standard calibration) 220.3 1.69 0.17 N 1 

Ca X 574.01 	574.1 	3s 25,,i2 . 3p 2 P,,2 20.9 0.94 0.10 N 2 6.02 5.82 

(standard calibration) 230 0.85 0.09 N 2 

Ca X 557.765 557.8 35 2 51 1/2 	3p 2 P3,2 39.6 1.00 0.10 N 2 6.02 	5.82 

(standard calibration) 36.1 1.10 0.11 N 2 

Fe IX 244.909 489.1 	3p6 '5o - 3p5.3d 3 P, 69.9 0.90 0.14 0 3 6.02 	5.94 

Fe IX 241.739 483.3 3p6 'So - 3p5.3d 3 P2 140.8 1.18 0.16 0 3 6.02 	5.94 

Al VIII 328.185 328.2 2p2 3 F2 - 2s.2p3 3 P2 34.3 0.97 0.16 N I 6.02 5.92 0.69 

Al VIII 328.232 	2p2 3 P2 - 2s.2p3 3 F1 5.92 0.23 

Mg IX 706.058 705.8 2s2 'So . 2s.2p 3 F, 45.8 0.52 0.08 0 4 6.02 5.98 

Na IX 694.147 694.2 	1s2.2s 2 S,,2 - 1s2.2p 3 F,12 6.0 3.13 2.84 0 4 6.03 5.92 

Mg IX 368.07 	736.0 2s2 'So - 2s.2p 'F, 1069.1 0.92 0.14 04 6.03 5.98 

Fe IX 171.073 	171.1 	3p6 'So - 3p5.3d 'F, 3766.6 1.09 0.11 0 1 6.03 5.96 

Mg IX 368.07 	368.1 	2s2 1So . 2s.2p 'F, 1060.8 0.94 0.09 N I 6.03 5.98 
S VIII 198.553 	198.7 2s2.2p5 2 P3,2 . 2s.2p6 2 S112 140.0 0.60 0.13 0 1 603 5.88 0.66 

Fe XI 198.545 	3s2.3p4 'D2 - 6.11 0.32 
3s2.3p3(2d*).3d 3 F, 

Mg IX 749.55 	749.7 2s.2p 'F, - 2p2 'D2 9.0 0.27 0.13 0 4 6.03 5.99 
Si X 277.255 277.0 	2p 2 F31/2 . 2s.2p2 2 5,1/2 213.5 1.07 0.12 0 2 6.03 6.13 0.38 

Si VIII 277.054 	2s22p3 205/2 - 2s2p4 2 05 ,2  5,90 0.30 

Si VIII 276.838 	2s22p3 2 03,2 . 2s2p4 2 0312  5.90 0.13 

Mg VII 277 	 2s22p2 3 P, - 2s2p3 3S, - 5.81 0.11 

Mg VIII 335.253 335.3 2p 2 F,12 - 2S.2P2 	I/2 73.1 1.05 0.11 N 1 6.03 	5.92 0.65 

Fe XII 335.339 	3s2.3p3 20312 - 3s.3p4 2 03 ,2  - 6.16 0.33 	' 

• VI 184.117 	184.0 	1s22p 4 F313 - 1s2 3s 	l/2 72.4 0.62 0.13 0 1 6.03 5.51 0.67 

• VI 183.937 	1s2 2p 2 F,,2 - 1s2 3s 2 S,,2 5.51 0.33 
• VI 173.079 	173.1 	1s2 2p 2 F3,2 - 1s2 3d 2 05 ,2  116.2 0.74 0.13 0 1 6.04 	5.51 0.60 

• VI 172.935 	1s2 2p 2 F,,2 - 1s2 3d 203 /2  5.51 0.33 

S IX 221.241 	442.5 2s2.2p4 3 F2 - 2s.2p5 3 F, 46.4 1.01 0.44 0 3 6.04 6.00 
Al IX 286.377 286.6 2s2.2p 2 F3 1, . 2s.2p2 2 P1,2 15.5 1.39 0.36 0 2 6.04 6.03 
Al IX 282.422 282.6 2s2.2p 2 P,12 . 2s.2p2 2 F,,2 28.9 0.93 0.17 0 2 6.04 6.03 
Al IX 305.045 305.3 2s2.2p 2 F3 12  . 2s2p2 2 S,,2  14.3 1.00 0.26 0 2 6.04 6.03 
Si IX 349.873 349.9 2s22p2 3 F2 - 2s2p3 3 D3 226.6 1.00 0.10 N I 6.04 6.03 0.84 
Si IX 349.794 	2s22p2 3 F2 . 2s2p3 3 D2 6.03 0.16 
Si IX 349.873 699.8 2s22p2 3 F2 - 2s2p3 3 D3 267.1 0.85 0.17 G 4 6.04 6.03 0.84 
Si IX 349.794 	2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.16 
Si IX 341.949 342.0 2s22p2 3 F0 - 2s2p3 3 D1 99.4 1.03 0.10 N 1 6.04 6.03 
Si IX 341.949 684.4 2s22p2 3 F0 - 2s2p3 3 0, 103.8 0.98 0.82 04 6.04 6.03 
Si IX 296.117 592.6 2s22p2 3 F2 - 2s2p3 3 F2 949.9 0.32 0.03 N 2 6.04 6.03 0.72 	' 

Si IX 296.213 	2s22p2 3 P2 . 2s2p3 3 Fj 6.03 0.28 
Si IX 345.124 345.1 2s22p2 3 F, . 2s2p3 3 D2 238.6 1.03 0.10 N 1 6.04 6.03 0.77 
Si IX 344.951 	2s22p2 3 F, - 2s2p3 3 D, 6.03 0.23 
Si IX 345.124 690.3 2s22p2 3 F, - 2s2p3 3 D2 200.4 1.23 0.44 0 4 6.04 6.03 0.77 
Si IX 344.951 	2s22p2 3 P, . 2s2p3 3 D, 6.03 0.23 
Si IX 292.8 	585.7 2s22p2 3 F, - 2s2p3 3 P0 230.7 0.90 0.11 N 2 6.04 6.03 0.40 
Si IX 292.856 	2s22p2 3 F, - 2s2p3 3 F, 6.03 0.32 
Si IX 292.763 	2s22p2 3 F, - 2s2p3 3 F2 6.03 0.27 
Si IX 225.024 450.2 2s22p2 3 F, - 2s2p3 3 S, 230.3 1.04 0.19 0 3 6.04 6.04 0.69 
SIX 225.22 	2s2.2p4 3 F, . 2s.2p5 3 1', 6.00 0.11 
Si IX 227 	454.0 2s22p2 3P2 - 2s2p3 3S, 288.2 0.97 0.16 0 3 6.04 6.04 
Fe X 365.543 365.6 3s2.3p5 	F,,i2 . 3s.3p6 2 S,1/2 74.2 0.93 0.10 N 1 6.04 6.04 

(standard calibration) 66.0 1.04 0.11 N 1 
Fe X 345.723 345.7 3s2.3p5 2P3/2 - 3s.3p6 	l/2 133.9 1.19 0.12 N 1 6.04 6.04 

(standard calibration) 124.5 1.28 0.13 N 1 
Fe X 345.723 691.5 3s2.3p5 	P312 - 3s.3p6 2 S1,2 141.0 1.13 0.50 0 4 6.04 6.04 
Fe X 225.161 	352.3p5 2F3g2 - 3s2.3p4(Id).3d 205 ,2 6.04 0.20 
Fe X 324.763 324.7 3s2.3p4(3p).3d 4 0712 - 13.3 0.84 0.19 N 1 6.05 6.04 

3s.3p5(3p5 ).3d 4 F912 
Fe X 177.243 177.3 3s2.3p5 2 F3,2 - 3s2.3p4(3p).3d 2 F312 2133.2 0.83 0.08 0 1 6.05 	6.05 

14 First identification 
'Must be a blend with an unidentified line in first order 
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Table tin frnntinnpd) 

Ion Ash 	A o b 	Transition 1ob tj7 +1- Des log 	log frac 

(A) 	(A) Ib Tn Tmax 

Fe X 174.534 	174.7 3s2.3p5 'P3 12  - 3s2.3p4(3p).3d 20,  3375.8 0.90 0.09 0 1 6.05 	6.05 

Fe X 184.543 184.6 3s2.3p5 2 P3,2 - 3s2.3p4(ld).3d 2 5,12 759.0 0.88 0.09 0 1 6.05 6.05 

Fe XII 186.884 186.8 3s2.3p3 2 05 ,2 - 3s2.3p2(3p).3d 2 F7p 261.9 0.81 0.09 0 1 6.05 	6.16 0.49 

FE VIII 186.599 5.64 0.36 AC 

Fe XII 186.851 	3s2.3p3 2 D312 - 3s2.3p2(3p).3d 2 F512 6.16 0.14 

Mg X 609.793 609.8 	1s2.(Is).2s 	- 1s2.(ls).2p 'P3,2 364.2 1.55 0.15 N 2 6.05 	6.04 

(standard calibration) 316.7 1.78 0.18 N 2 

Mg X 624.941 	625.0 	1s2.(Is).2s 2 5,12 - 1s2.(ls).2p 2 P1,,2 180.4 1.55 0.16 N 2 6.05 6.04 

(standard calibration) 168.3 1.66 0.17 N 2 

Fe XI 202.706 202.7 3s2.3p4 1U2 . 3s2.3p3(2d*)3d 1 P1 180.6 0.86 0.22 	0 I 6.05 	6.11 0.75 

S VIII 202.61 	2s2.2p5 2 P,12 . 2s.2p6 2 S1 112 5.88 0.16 

Fe XI 358.621 358.6 3s2.3p4 3 Po . 3s.3p5 3 P1 40.8 0.98 0.10 N 1 6.05 	6.11 0.75 

Fe X 358.413 	3s2.3p4(3p).3d 4F912 . 6.04 0.23 

3s.3p5(3p5 ).3d 4 F912 

S X 776.373 776.3 2s22p3 4 5312 - 2s22p3 2 P312 6.0 1.15 0.78 04 6.06 6.11 

Fe XI 182.169 182.3 3s2.3p4 3P, . 3s2.3p3(4s).3d 3 D2 459.1 0.61 0.07 0 I 6.06 6.11 0.85 

Fe X 182.31 	3s2.3p5 2 P,12 - 3s2.3p4(3p).3d 2 P3,2 6.05 0.15 

Fe Xl 341.113 341.1 	3s2.3p4 3 P2 . 3s.3p5 3 P1 75.4 0.63 0.06 N 1 6.06 	6.11 

Fe XI 352.662 705.2 3s2.3p4 3 P2 . 3s.3p5 3 P2 176.2 1.11 0.39 0 4 6.06 6.11 

Fe XI 369.153 369.2 3s2.3p4 	P, . 3s.3p5 ''2 54.7 1.07 0.11 	N 1 6.06 	6.11 

(standard calibration) 59.2 0.99 0.10 N I 
Fe Xl 369.153 738.1 	3s2.3p4 3 P, - 3s.3p5 3 P2 62.9 0.93 0.56 04 6.06 	6.11 

Fe XI 352.662 352.7 3s2.3p4 3 F2 . 3s.3p5 3 P2 177.1 1.10 0.11 	N 1 6.06 	6.11 
(standard calibration) 156.8 1.24 0.12 N 1 

Fe XI 180.408 180.5 3s2.3p4 'P2 . 3s2.3p3(4s).34 '03 2182.8 0.98 0.10 0 1 6.06 	6.11 

AIX 332.789 332.8 2s2 'So - 2s.2p 	P, 104.1 1.14 0.13 N 1 6.06 6.09 
(standard calibration) 70.4 1.68 0.19 N 1 

Fe XI 188.232 	188.3 3s2.3p4 	3s2.3p3(2d 5 ).3d 'P2 1406.5 0.85 0.09 0 1 6.06 	6.11 0.72 
Fe XI 188.299 	3s2.3p4 3P2 . 3s2.3p3(2d*).3d 'P1 6.11 0.26 

S X 259.496 519.2 	2s22p3 4 S3/2 - 2s2p4 4 P3,2 129.2 1.19 0.21 	N 2 6.06 6.13 

SiX 356.012 711.8 2p 2 P312 - 2s.2p2 2 05 / 2  127.6 1.05 0.38 04 6.06 6.13 0.76 

Si X 356.05 	2p 2 P312 - 2s.2p2 2 D312 6.13 0.24 

Si X 356.012 356.0 2p 2 P312 - 2s.2p2 2 05 / 2  129.9 1.03 0.10 N 1 6.06 6.13 0.76 
Si X 356.05 	2p 2 P312 - 2s.2p2 2 03 ,2  6.13 0.24 
Si X 258.372 258.5 	2p 2 P312 - 2s.2p2 2 P3i2 321.0 0.86 0.09 0 2 6.06 6.13 
Si X 261.063 261.2 	2p 2 P3 ,i 2  - 2s.2p2 2 P1i2 133.3 1.06 0.13 0 2 6.06 6.13 
Si X 258.372 516.8 2p 2 P312 - 2s.2p2 2 P3,2 353.8 0.78 0.09 N 2 6.06 6.13 
Si X 347.403 347.4 2p 2 P112 - 2s.2p2 2 03 ,2  208.4 1.06 0.11 	N 1 6.06 6.13 
Si X 347.403 694.7 2p 2 P112 - 2s.2p2 2 03 ,2  293.1 0.76 0.29 0 4 6.06 6.13 
Si X 271.983 272.0 2p 2 P,12  - 2s.2p2 2 S1,2 105.4 1.03 0.12 0 2 6.07 6.13 
Si IX 227.361 	2s22p2 '02 - 2s2p3 'P1 6.03 0.31 
Al IX 284.042 284.5 	2s2.2p 2 P3,,2 . 2s.2p2 2 P3,2 79.7 1.11 0.14 0 2 6.07 6.03 0.76 
Fe XV 284.16 	3s2 IS, - 3s3p 'F, 6.29 0.24 
Fe XII 227.406 454.9 3s2.3p3 2 P1,2 - 3s2.3p2(3p).3d 2 P,,2 20.7 1.07 0.97 0 3 6.07 6.16 0.62 
Fe XII 346.852 346.9 3s2.3p3 	3/2 - 3s.3p4 4 F 1 ,2  51.7 0.90 0.09 N 1 6.07 6.16 

(standard calibration) 48.1 0.97 0.10 N 1 
Fe XII 352.106 352.1 	3s23p3 	- 3s.3p4 4 F3,,2 102.4 0.92 0.09 N 1 6.07 6.16 

(standard calibration) 91.3 1.04 0.10 N 1 
Fe XII 364.467 364.5 3s2.3p3 	3/2 - 3s.3p4 4 P2 138.3 0.95 0.10 N 1 6.07 6.16 

(standard calibration) 117.7 1.11 0.11 	N 1 
Fe XII 352.106 704.2 3s2.3p3 4 S3/2 - 3s.3p4 4 P3,2 101.5 0.92 0.37 0 4 6.07 6.16 
Fe XII 364.467 728.5 3s2.3p3 	- 3s.3p4 4 P1p 123.7 1.05 0.47 0 4 6.07 6.16 
Fe XII 193.521 	193.6 3s2.3p3 4 S3/2 	3s2.3p2(3p).3d 4 P3 112 828.5 0.84 0.09 0 1 6.07 6.16 
Fe XII 338.278 338.3 3s2.3p3 2 D52 - 3s.3p4 2 05 ,2 32.1 0.89 0.10 N 1 6.07 6.16 
Fe XII 195.118 195.2 332.3p3 4 S3/2 	3s2.3p2(3p).3d 4 P5,2 1103.8 0.99 0.10 0 1 6.08 6.16 
Fe XIII 321.4 	321.6 3s2 3p2 3 P2 -3s 3p3 3 P1 14.0 1.17 0.26 0 2 6.08 6.20 0.66 
Fe X 321.732 	3s2.3p4(3p).3d 4 D512 - 6.04 0.23 

3s.3p5(3p*).3d 417712 
Fe XIII 240.696 481.4 3s2 3p2 3 P0 -3s 3p3 3 S, 29.1 0.81 0.30 0 3 6.08 6.20 0.84 
At VII 240.777 	2s22p3 2 D512 . 2s2p4 2 P3,,2 5.78 0.14 
At XI 568J2 	568.2 	1s2.(ls).2s 	- 1s2.(ls).2p 'P,,2 6.4 2.02 0.22 N 2 6.08 	6.16 

(standard calibration) 6.7 1.92 0.20 N 2 
Al XI 550.031 	550.1 	1s2.(ls).2s 2 S 1 /2 . 1s2.(ls)2p 2 P3,2 12.5 2.08 0.21 	N 2 6.08 	6.16 

(standard calibration) 11.1 2.34 0.24 N 2 
Si XI 580.907 580.9 2s2 'So - 2s.2p 3 P1 12.5 0.44 0.05 N 2 6.08 6.19 
S XI 281.401 	281.5 2s22p2 3 P0 - 2s2p3 3 D, 17.8 1.21 0.28 0 2 6.08 6.24 
Si XI 303.324 606.7 2s2 'o 	2s.2p 1 P1 560.5 0.42 0.05 N 2 6.08 6.20 
Si XI 604.147 604.3 2s.2p 'P1 - 2p2 '02 2.1 0.19 0.03 N 2 6.09 6.20 
Fe XIII 359.842 3597 3s2 3p2 3 P, -3s 3p3 3 D, 24.5 10.99 0.11 	N 1 6.09 6.20 0.55 
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Table S In. fr,mtinnpd) 

Ion 'th 	A ob 	Transition 
(A) 	(A) 

1.b IthT 

1ob 

+1- Oct log 	log 

Tc ff Trnax 

frac 

Fe XIII 359.642 	3s2 3p2 6 P1 -3s 3p3 4 D2 6.20 0.43 

Fe XIII 320.809 320.8 3s2 3p2 3 P2 -3s 3p3 3 P2 13.2 0.77 0.18 0 2 6.09 6.20 

Fe XIII 348.183 348.2 3s2 3p2 3 PO - 35 3p3 3D, 55.0 0.92 0.11 N 1 6.09 6.20 

Fe XIII 202.044 202.1 3s2 3p2 3 PO - 3s2 3p 3d 3 P1 493.9 0.87 0.13 0 1 6.09 6.21 

Fe XIV 274.2 	274.1 	3s2 3p 2 P 1 12 -3s 3p2 2 5 1 ,2  37.5 0.89 0.14 0 2 6.09 6.25 0.81 

Si VII 274.174 	2p4 3p1 - 2s.2p5 3 P0 5.77 0.19 

SiX!! 520.665 520.8 	1s2.2s 2 5 1 ,2 - 1s2.2p 2 P112 8.6 1.09 0.11 N 2 6.11 	6.26 

Fe XIV 334.172 334.2 3s2 3p 2?,2 - 3s 3p2 2 03 ,2  18.2 1.14 0.17 N 1 6.11 	6.24 

(standard calibration) 12.3 11.68 10.25 N 1 

Table 3.10 presents a selection of lines, with some of those used for the calculation of 

the DEM of Figure 3.31, and those useful for cross-calibration between detectors (and 

between first and second order). Note: 

• the good agreement (in most cases within 10%) between lines of the same ion, also 

including the lines seen in second order, thus confirming the Validity of the adopted 

NIS/GIS calibration. 

• The good agreement between lines of the same element, thus confirming the validity 

of the DEM. 

The good agreement between lines of different elements, thus confirming the validity 

of the adopted abundances. 

The problems with the Li-like ions Ne VIII, Mg X, Al Xl, Na IX (and also 0 VI, 

although only partially). See below for a discussion of it. 

• The 1999 standard CDS calibration fails to represent the doublet lines well nor in 

general pairs of lines of the same ion, with deviations from expected intensities of 

up to 30%. Note that density- or temperature- dependent effects of this size can 

be ruled out as a cause. So, unless all the theoretical intensities of all the ions are 

wrong, or basic assumptions (such as the fact that the lines are optically thin) fail, 

the 1999 standard CDS calibration appear to be at fault (the first standard CDS 

calibration was even less accurate). 

o Considering particular wavelength regions, the 1999 CDS standard calibration pro-

duces intensity deviations of up to 50-60%, as is the case for all the bright lines 

at the shortest wavelengths in NIS 1 (e.g. Mg VIII 315.0 Aand Si VIII 319.8 A 

which appear weaker than expected). These deviations are independent of the ion-

ization equilibrium calculations, since only particular spectral regions are affected 

while other lines of the same ions, observed in the different CDS channels, are well 

represented. 
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Ne VII 465.22 	465.2 2s2 •so - 2s2p 'l' 
(Mazzotta et al., 1998) 

Mg VII 367.674 367.7 2522p2 3 P2 - 2s2p3 3 P2 
(Mazzotta et at, 1998) 

Mg VII 367.683 	2s22p2 3 P2 - 2s2p3 a pt 
Ca IX 466.239 466.3 3s2 'So. 3s.3p 1 P1 

(Mazzotta et at, 1998) 
Si VII 275.353 275.3 2p4 3 P2 - 2s.2p5 3 P2 

(Mazzotta et at., 1998) 
Na VIII 411.166 	411.1 	2s2 'So - 2s.2p ip, 

(Mozzotta et at, 1998) 
Mg VIII 315.039 315.0 2p 2 P312 . 2s.2p2 2 P312 

142.2 0.76 0.08 C 3 5.98 5.72 
1.21 0.13 5.98 5.71 

84.7 0.61 0.07 N 1 5.98 5.81 
0.48 0.05 5.98 5.81 

5.81 
39.8 0.45 0.06 C 3 5.98 5.78 

2.02 0.26 6.00 5.80 
60.6 0.91 0.12 C 2 5.99 5.77 

1.25 0.17 6.00 5.77 
22.8 1.13 0.15 03 5.99 5.86 

1.57 0.21 6.00 5.86 
264.8 1.05 0.11 N 1 6.00 5.91 

0.77 

0.23 

• Many lines exhibit the same deviations as were found in the SERTS-89 (and other) 

spectra. For example, with the adopted calibration, the Fe XII 338.278 A transition 

is not well represented. To increase the theoretical intensity a much higher density is 

required, as already noted in the SERTS spectra. Assuming a density N = 2x10 10 , 

this line becomes well represented. But the Fe XII transition predicted by CHIANTI 

at 335.339 A is also density dependent as is the 338.278 A line, and there is no 

reason why the 335.339 A should not show the same observed characteristics as the 

338.278 A line. In fact, assuming a higher density for the 335.339 A line increases 

the contribution of this line by up to a third, a non-negligible effect never reported 

before. This first identification of the line explains the problem with the 335.4 A 

blend. In fact, in active region spectra the Fe XVI dominates, while in spectra such 

as those examined in this Section, any Fe XVI contribution is obviously ruled out, 

because the other un-blended Fe XVI line of the doublet is absent, and the Mg VIII 

335.253 is not sufficient to explain the observed intensity. 

. The complete list of identified lines of these spectra is given in Table C.2. 

A comparison of different ionization equilibrium calculations 

In these quiet sun equatorial regions the plasma is expected to be in ionization equilibrium, 

and since the thermal distribution is almost isothermal, and many lines from different 

sequences and ions are observed, this type of observations allow a direct check of the 

ionization equilibrium calculations, something that has not previously been done in detail. 

In fact, very few such attempts have been made, only comparing a few ions. For example, 

Brickhouse et at. (1995) presented a comparison between the results obtained from using 

only the Fe lines with the Arnaud and Rothenfiug ( 1985) and Arnaud and Raymond (1992) 

calculations, but with no definite conclusions. 

Table 3.11: A selection of lines from the off-limb quiet sun observation of May 4th 1997, 
showing the comparisons of the results when using different ionization equilibrium cal-
culations. For each observed line, the first line gives the results as calculated with 
Arnaud and Rothenflug (1985). All of them have been calculated at the same constant 
density N e  = 3.5x108  and with the same DEM shown in Figure 3.31. Note the large 

1ob I 	T0 Tn.a 

185 



TkL ii. frnnttnnpd) 

Ion 	th 	A 0 1, 	Transition 

(A) 	(A) 
i 17 

'ob 

+1- Det log 
Te ff 

log 
Tmax 

frac 

(Mazzotta at at, 1998) 097 0.10 6.00 5.91 

Ne VIII 	770.409 770.8 	1s2 2s 2 51/2 - 1s2 2p 2 P312 294.1 1.81 0.20 0 4 6.02 5.79 

(Mazzotta at aL, 1998) 1.86 0.21 6.02 5.80 

Si VIII 	319.826 319.9 2s22p3 4 
S3/2 - 2s2p4 4 i'5/2 323.0 1.15 0.12 N 1 6.02 5.91 

(Mazzotta at aL, 1998) 1.66 0.17 6.03 5.93 

Ca X 	557.765 557.8 3s 251,2 - 3p 2 P3,2 39.6 1.00 0.10 N 2 6.02 5.82 

(Mazzotta at at., 1998) 3.24 0.33 6.03 5.86 

Fe IX 	171.073 171.1 	3p6 'So - 3p5.3d 'P1 3766.6 1.09 0.11 0 1 6.03 5.96 

(Mazzotta at at, 1998) 0.93 0.09 6.01 5.85 

(Arnaud and Raymond, 1992) 0.94 0.10 6.01 5.85 

Mg IX 	368.07 	736.0 2s2 'So - 2s.2p 'P, 1069.1 0.92 0.14 04 6.03 5.98 

(Mazzotta at 01., 1998) 1.32 0.13 6.03 5.98 

• VI 	173.079 173.1 	1s2 2p 2 P312 . 1s2 3d 2 D52 116.2 0.74 0.13 G 1 6.04 5.51 0.60 

(Mazzotta at at, 1998) 0.74 0.12 6.04 5.51 

• vi 	172.935 	1s2 2p 2 P,,2 - 1s2 3d 2 03,2 5.51 0.33 

Al IX 	282.422 282.6 2s2.2p 2 P1 2 - 2s.2p2 2 1 J /2  28.9 0.93 0.17 0 2 6.04 6.03 

(Mazzotta at at, 1998) 0.72 0.13 6.04 6.04 

Si IX 	341.949 342.0 2s22p2 3 P0 - 2s2p3 3 D, 99.4 1.03 0.10 N 1 6.04 6.03 
(Mazzotta at at, 1998) 0.90 0.09 6.05 6.06 

Fe X 	345.723 345.7 3s2.3p5 2 P312 - 3s.3p6 2 S,12 133.9 1.19 0.12 N 1 6.04 6.04 

(Mazzotta at at, 1998) 1.17 0.12 6.03 5.98 

(Arnaud and Raymond, 1992) 1.16 0.12 6.03 5.98 

Mg X 	609.793 609.8 	1s2.(ls).2s 2S1,2 - 364.2 1.55 0.15 N 2 6.05 6.04 

1s2.(1s).2p 2 p3,2 

(Mazzotta at at, 1998) 1.47 0.15 6.05 6.05 

Fe XI 	352.662 352.7 3s2.3p1 3 P2 - 3s.3p5 3 P2 177.1 1.10 0.11 N 1 6.06 6.11 
(Arnaud and Raymond, 1992) 1.35 0.14 6.05 6.06 
(Mazzotta at at., 1998) 1.36 0.14 6.05 6.06 

AIX 	332.789 332.8 2s2 'So- 2s.2p 1  P 1 104.1 1.14 0.13 N 1 6.06 6.09 
(Mazzotta at at, 1998) 1.34 0.15 6.06 6.10 

Si X 	271.983 272.0 	2p 2 P,2 - 2s.2p2 2 S1,2 105.4 1.03 0.12 0 2 6.07 6.13 

(Mazzotta at al., 1998) 0.75 0.09 6.07 6.14 
Al IX 	284.042 284.5 2s2.2p 3 P32 - 2s.2p2 2 P312 79.7 1.11 0.14 0 2 6.07 6.03 0.76 

(Mazzotta at at, 1998) 1.04 0.13 6.08 6.04 0.63 

Fe XV 	284.16 	3s2 'o - 3s3p 'P, 6.29 0.24 
(Mazzotta at at., 1998) 6.32 0.37 

Fe XII 	364.467 364.5 3s2.3p3 4 
S3/2 - 3s.3p4 4 P5 2 138.3 0.95 0.10 N I 6.07 6.16 

(Arnaud and Raymond, 1992) 1.71 0.18 6.07 6.13 
(Mazzotta at at., 1998) 1.70 0.17 6.07 6.14 

Al XI 	550.031 	550.1 	1s2.(1s).2s 2 5 1 /2  - 12.5 2.08 0.21 N 2 6.08 6.16 
1s2.(1s).2p 2 P3,3 
(Mazzotta at at., 1998) 1.88 0.19 6.08 6.16 

Si XI 	580.907 580.9 2s2 'So - 2s.2p 3  P 1 12.5 0.44 0.05 N 2 6.08 6.19 
(Mazzotta at at., 1998) .48 0.05 6.09 6.20 

Fe XIII 	348.183 348.2 3s2 3p2 3 P0 - 3s 3p3 3 13 1  55.0 0.92 0.11 N 1 6.09 6.20 
(Arnaud and Raymond, 1992) 1.86 0.22 6.08 6.20 
(Mazzotta at at, 1998) 1.82 0.21 6.08 6.20 

Si XII 	520.665 520.8 	1s2.2s 	- ls2.2p 2 P,2 8.6 1.09 0.11 N 2 6.11 6.26 
(Mazzotta at at, 1998) 0.85 0.09 6.11 6.28 

Fe XIV 	334.172 334.2 3s2 3p 2 P12 - 3s 3p2 2 03/2  18.2 1.14 0.17 N 1 6.11 6.24 
(Arnaud and Raymond, 1992) 2.01 0.30 6.10 6.26 
(Mazzotta at at, 1998) 11.9310.29 6.10 6.26 

Table 3.11 presents a further selection of lines, representative of some of the principal 

ions observed, together with a comparison of the results that are obtained with differ-

ent ionization equilibrium calculations (Arnaud and Rothenflug, 1985 and Mazzotta et aL 

1998 for all the ions, and Arnaud and Raymond, 1992 for the Fe ions). All the theoretical 

intensities have been calculated at the same constant density N = 3.5x10 8  and with the 

DEM shown in Figure 3.31. The following conclusions can be drawn: 

. the Arnaud and Raymond (1992) calculations for Fe are in disagreement with those 
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derived from the Arnaud and Rothenflug (1985), both using Fe and other elements. 

In particular, all the higher Fe ionization states (Fe XI, Fe XII, Fe XIII, Fe XIV) 

present increasing disagreements up to almost a factor of 2. 

• The recent calculations of Mazzotta et al. (1998) present a completely different pic-

ture. The intensities of all the Fe ions are in general agreement with those of 

Arnaud and Raymond (1992), while most of the ions of the other elements are 

changed by large factors, when compared to Arnaud and Rothenflug (1985). This 

comparison shows how much the ionization equilibrium affects the calculations. Un-

fortunately, even these recent calculations do not produce consistent results. The 

intensities of all the 'hotter' Fe ions are increased by large factors, cancelling the 

disagreement between these lines and the Li-like ions Mg X, Al Xl. However, other 

ions such as Si X (or Mg VIII) have decreased theoretical intensities, making it im-

possible to find a different DEM that could well represent the brightest lines from 

the observed ions. It should be noted that the Mazzotta et al. (1998) calculations as 

a consequence imply different element abundances. For example, for Ca IX and Ca 

X, the differences are to increase the theoretical intensities by large factors, thus can-

celling the need to increase the Ca abundance from its photospheric value, needed 

if Arnaud and RothenJlug (1985) is used. For the Na and Al ions, the differences 

are not so large and not consistent for each element, and the element abundances 

deduced from the Arnaud and Rothenflug (1985) are probably correct 

In conclusion, the old Arnaud and Rothenflug (1985) ionization equilibrium calculations 

better represent the majority of the ions, and should not be used in conjunction with 

the Arnaud and Raymond (1992) calculations. The recent Mazzotta et al. (1998) results 

indicate that some element abundances deduced by the use of Arnaud and Rothenflug 

(1985) are probably wrong (Ca in particular), and that some of the disagreement between 

the Li-like ions and all the others may also be due to incorrect ionization equilibrium 

calculations (if indeed there is equilibrium at all). However, the Mazzotta et al. (1998) 

calculations do not produce a coherent picture and are not used in the rest of this thesis. 

Note that these conclusions are the same independently on the adopted calibration, since 

the differences between the calibration presented in this thesis and the CDS standard one 

are smaller. 

The line identifications and the theoretical spectra 

Table C.2 presents a list of the principal lines identified in the spectra, with comments. 

Only those lines that are a complex combination of first and second order lines, and the 
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few unidentified ones are not displayed in the Table. Figures 3.32,3.34, 3.35,3.36 show 

the calculated synthetic spectra, that consider both first and second order lines, with 

the observed spectra displayed for comparison. The agreement is excellent, confirming 

that overall, the instrument calibration and the various assumptions are reasonable. The 

evident disagreements are in all cases due to either ghosting problems in the GIS or in the 

case of lines of Li-like ions. Figure 3.33 shows the NIS 1 synthetic spectrum, in physical 

units, and visually confirms the much reduced NIS 1 sensitivity at the shorter wavelengths. 

These types of figures were created for all the observations analysed, all the detectors and 

for the first and second order, and used as a general check. 

The GIS ghosts 

Figures C.7,C.8,C.9,C.10 show the off-limb GIS spectra (May 4th 1997) with the blue- and 

red-shifted and the likely ghosting areas, while Table C.2.1 presents the corrections for 

ghosting that have been applied. Many lines are complex combinations of contaminations 

and ghosting and have not been corrected. The GIS 2 detector is the worst case, although 

strong ghosting is also present in GIS 1 and GIS 4. 

These off-limb spectra are particularly useful to check the ghosting (or not) of some lines. 

As an example, the ghosting of the lines in the 430-440 A region into the 400-410 A 
region can be almost completely ruled out, because no bright ghosts are observed. In any 

on-disc spectra, the 400-410 A region has bright transition region lines, that could have 

masked the presence of ghosts. On the other hand, ghosting of the lines in the 400-410 A 
region toward the 430-440 A region can not be ruled out completely (and furthermore is 

impossible to observationally check, because the lines in the 430-440 A region are always 

visible when those in the 400-410 A region are. More details on which lines have ghosting 

or are contaminated can be found in the Table, which also lists the 'pure ghosts' identified 

(see the comparison observed-versus-synthetic spectra for a direct visual identification of 

the brightest ghosts). 

3.4.12 The on-disc observation of October 16th 1997. Full list of iden-
tified lines 

A DEM analysis was performed on the on-disc spectra of 1997 October 16. A constant 

pressure .Pe  = 4x10 14  (cm 3  K) was used for the calculation of the contribution functions. 

Figure 3.37 shows the resulting DEM, that has a peak at 1.1 x10 6  K. The photospheric 

abundances of Grevesse and Anders (1991) were used, except for Ne (+0.2), Al (+0.3), 

Ca (+0.6) [numbers in parentheses are usual differences in dex from photospheric values]. 
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Figure 3.33: Top: the NIS 1 spectrum of the off-limb quiet sun observation of May 4th 
1997. Bottom: the corresponding synthetic spectrum, in physical units. Note how how 
the lines at shorter wavelengths are much depressed in the observed spectrum, indicating 
a much lower NIS I sensitivity at those wavelengths. Also, note that the central region 
of the spectrum is well represented, indicating how the instrument sensitivity is fairly 
constant there. Similar examples for all the other channels, first and second order have 
been produced for all the observations analysed, and used as a general check. 
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Figure 3.35: Top: the GIS S spectrum of the off-limb quiet sun observation of May 4th 
1997. Middle: the corresponding synthetic spectrum, on the same scale. Bottom: the 
synthetic spectrum with only the second order lines (note the different scale). Many second 
order lines are blended with first order ones, here, but there are still many that are not, 
in particular at middle and higher wavelengths. These lines were used to constrain the 
second order sensitivity. 
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Figure 3.36: Top: the GIS 4 spectrum of the off-limb quiet sun observation of May 4th 
1991. Middle: the corresponding synthetic spectrum, on the same scale. Bottom: the 
synthetic spectrum with only the second order lines (different scale) Note the fact that 
most of the lines that are seen in GIS 4 are second order lines, and moreover not blended 
with the cool lines. These types of observations were used to constrain the GIS 4 second 
order sensitivity in the central and higher wavelength region. 
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Figure 3.37: The derived DEM for the on-disc quiet sun observation of 1997 October 16. 

Table C.4 lists the identified lines in the spectra. As in the off-limb case, synthetic spectra 

were calculated. They are displayed together with the observed spectra, for a direct 

comparison, in Figures 3.38, 3.39, 3.40. 

The GIS ghosts 

Figures C.17,C.18,C.19,C.20 show the on-disc GIS spectra (October 16th, 1997) with 

the blue- and red-shifted and the likely ghosting areas, while Table C.3.1 presents the 

co!rections for ghosting that have been applied. 
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Chapter 4 

Observations and data analysis 

A large number of CDS observations were planned and executed. Most of them were 

made during three periods (totalling more than two months) in which the author was, 

together with B. Bromage, at the SOHO operation centre at Goddard Space Flight Center 

(GSFC), Greenbelt, MD, USA. Most of the observations were acquired during August-

September 1996 and September-October 1997. In many cases, the CDS observations have 

been supported by observations with the other SOHO instruments, and by ground based 

observatories. All the raw data are now in publicly available databases on the WWW 

The first Section (4.1) of this Chapter describes some of the CDS studies that were de-

veloped to study coronal holes with CDS, to give an idea of the type of problems CDS 

observations of coronal holes have posed. The following Sections briefly describe some of 

the observations that have been taken during the period 1996-1998, excluding the cali-

bration studies, already described in Chapter 3. The CDS instrument has successfully 

produced a wealth of data of all different types, incomparable to anything obtained in 

the past. For example, the data collected for this thesis, listed in Table B.1, amounts to 

several G-bytes. This has posed new problems in, for example, the storage and analysis 

of such large datasets. Note that most of the data obtained have been partly analysed or 

at least examined. The results presented in this thesis are from a selected subset of these 

data. 

Section(4.5) presents the methods and the software that were developed by the author to 

tackle some of the problems encountered in the data analysis. 

4.1 Some of the CDS studies used or developed 

Most of the CDS studies already available (and used by most people) used the smallest 

slits (2"x2" or 2"x240"). A preliminary analysis of many observations was performed, and 



showed that the small slits, contrary to expectation, were not producing any significant 

increase in spectral resolution compared to the larger 4" slits. The only advantage is 

the spatial resolution, but at the expense of losing half the signal. This fact, together 

with short exposure times, made almost all the CDS studies already present in the CDS 

database unsuitable for coronal hole observations, simply because of the low signal. 

Many CDS studies were therefore designed and developed by the author and B. Bromage. 

The design of a study has to take into account and balance exposure times, telemetry, 

number and width of the extraction windows, use of different slits, movements of the 

mirror and solar rotation, just to mention a few, and is quite complex. It is not possible 

to describe in detail the pros and cons of each type of study. However, Table 4.1 lists a 

few of the CDS studies used by the author, just to give an idea of the various possibilities 

offered by CDS. Table 4.2 lists the principal lines observed by some of the most commonly 

used studies, which can be grouped into these types: 

• Large field of view 

The largest area of the Sun that can be observed with a single NIS observation, is 

(4'x4'). One example is the CDS study LIMB which, with only a limited number of 

extraction windows, including lines emitted from the chromosphere to the corona, 

provides temperature and density information. The exposure time is kept low in 

order to have the total area observed say within an hour, to approximate a snapshot 

of the Sun. LIMB uses a 4"x240" slit and a 30s exposure to build with 60 movements 

of the scan mirror a 4'x4' raster. Only 15 lines are extracted, including chromospheric 

transition region and coronal lines, and the density diagnostic Si IX lines. The total 

duration of this study is 37 minutes. The restrictions of this study are a) the narrow 

spectral windows (20 pixels), which in some cases make it difficult to estimate the 

background, and b) the short exposure time. 

Another similar study is UCLJAN_N4, more suitable for coronal hole observation than 

LIMB, because of the longer exposure time, larger windows and more diagnostic lines 

(at the expense of a longer duration). 

During the planning, a series of such observations were pointed so that the regions 

overlapped. This enabled a 'mosaic' of data to be formed, as explained in Section 4.5, 

giving an overall view over large portions of the Sun, with some density and tem-

perature diagnostic lines included. The CDS daily synoptic study, SYNOP, is also 

made up of a series of 4'x4' rasters, this time covering a N-S strip of the Sun centred 

on the meridian. 

. Medium field of view 
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Table 4.2: Principal Selected Lines in the CDS/NIS Wavelength Bands. The lines observed 
by the different CDS studies are marked with a star. Wavelengths are taken from the 
CHIANTI database. When only one decimal place is indicated, the lines are blends of at 
least two transitions. The temperature of maximum ionization fraction is also indicated. 

FeXI 341.113 6.1 1 * 
Si IX 341.9 6.0 1 * 
Si IX 345.1 6.0 1 * 
Fe X 345.722 6.0 1 * 
Fe XII 346.852 6.1 1 
Si X 347.402 6.1 1 
Fe XIII 348.183 6.2 1 
Mg VI (bt Fe XI) 349.2 5.7 1 * 
Si IX 349.9 6.0 1 * 
Fe XII 352.106 6.1 1 * 
Fe XI 352.662 6.1 1 * 
Mg V 353.091 5.5 1 * 
SiX 356.0 6.1 1 
Fe XI 356.519 6.1 1 
Ne IV (bI Fe XI) 358.7 5.3 1 
Ne V 359.4 5.5 1 
Fe XVI 360.761 6.4 1 
Mg VII 363.772 5.8 1 * 
Fe XII 364.467 6.1 1 * 
MgVII 367.7 5.8 1 * * 
Mg IX 368.070 6.0 1 * * 
FeXI 369.153 6.1 1 * 
o III (bi N III) 374.0 5.1 1 
N III (bI 0 III) 374.4 5.1 1 
Si XII 520.665 6.3 2 * * 
0111 525.796 5.1 2 
o III (b) 0 II) 538.3 5.0 2 
Ne IV 541.128 5.3 2 * 
Ne IV 542.072 5.3 2 * 
Ne IV 543.891 5.3 2 * 
Al Xl 550.031 6.2 2 
o IV 553.329 5.3 2 
o IV 554.513 5.3 2 
o IV 555.263 5.3 2 
Ca X 557.765 5.8 2 * 
Ne VI (bi Ne VII) 558.594 5.6 2 * 
Ne VII 561.728 5.7 2 * 
Ne VI 562.803 5.6 2 * 
Ne V 569.8 5.5 2 
Ne V 572.3 5.5 2 
Ca X (bI 0 III) 574.0 5.8 2 
Ar VII 585.754 5.5 2 
0111 599.597 5.1 2 * 
Si XI (II order) 303.324 6.2 2 * * 
He 11(11 order) 303.78 4.9 2 * * 
o IV 608.397 5.3 2 * * 
MgX 624.941 6.0 2 * * 
OIV 625.853 5.3 2 * * 
O V 629.732 5.4 2 * * 
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A smaller area is rastered, but more lines are obtained. The purpose of these obser-

vations was to study coronal holes in more detail, with a higher signal-to-noise and 

with lines suitable for DEM and element abundance analysis. 

An example is the CHBOPT2 study, which is composed of a series of 3 adjacent 

rasters (slit 4"x240") of 20"x240" covering a total area of 1'x4'. The CHBOPT2 

was optimized to account for the lower sensitivity of the NIS 1 detector, compared 

with the NIS 2 one. For each 20"x240" raster, a series of NIS 2 windows with a 50s 

exposure time is extracted. Then, three 20"x240" rasters are repeated on the same 

region extracting only NIS 1 windows, with the aim of increasing the S/N to a level 

similar to that of NIS2 by averaging the exposures. Each 20"x240" raster lasts about 

5 minutes, and the total duration of the study is about an hour. The drawback of 

this study is the lack of co-temporality between the observed intensity of NIS 1 and 

NIS 2 lines. A temporal variability of lower transition region line intensities over 5 

minute time scales cannot be ruled out, as brightenings in the network. However, 

spatial averages over large areas would smooth out such variations. 

Another study that was developed is UCLAN_N3, where a large portion of the NIS 

spectrum is extracted, to make use of all the diagnostic capabilities of CDS. With a 

relatively large area (2'x3') covered, it typically observes the whole of a network cell. 

• Full rasters 

In this case, the full NIS spectral range is recorded, at the expense of an even smaller 

area. The full raster studies provide enough spectral information to perform a more 

complete DEM analysis. 

Examples are the spectral atlas NISAT_S5 study, covering a small 40"x240" area, 

and UCLAN_N2. NISAT_S5 was designed by the author to raster a small (40"x240") 

area with the 4"x240" slit and a long (150 s) exposure time. One drawback is that 

most of the time is spent telemetering the data (longer exposures are not possible 

because of the cosmic ray problem). 

A much better study is UCLAN_N2, a raster of 120"xl50", that after the correction 

for the slant becomes 2'x2'. In this case, the telemetry time is close to the exposure 

time and no time is 'wasted'. 
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4.2 The observations during August-September 1996 

Figure 4.1: A mosaic of Mg IX 368 A monochromatic images (negative image) created 
from a series of CDS observations, centred around August 25th 1996. Note the extended 
North polar hole, the active region on the limb, and the Elephant's Trunk coronal hole in 
the centre. 

During 1996 the Sun was still around minimum activity, had extended polar coronal holes 

(see e.g. Figure 4.1), few active regions, and symmetric equatorial streamers. A SOHO 

campaign, called Whole Sun Month (WSM), was organised by S. Gibson and D. Biesecker 

to study the solar minimum corona between 1 and 3 Re for a whole solar rotation using 

all the SOHO instruments. One of the main goals was to then gather all this information 

in order to determine the large-scale physical properties (such as densities, temperatures) 

of the relatively simple azimuthally symmetric streamers, and the extended coronal holes. 

August 1996 was chosen as the observation month, after a last minute change of plans. 

Since the first series of CDS observations for this thesis was planned in the same month, 
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and since most of the scientific objectives were in common with the WSM campaign, some 

effort was spent by B. Bromage and the author (at CSFC for the whole month of August) 

in coordinating the two sets of observations. The CDS studies for the WSM campaign 

were developed by A. Fludra. Section 4.2.1 describes the observations that were carried 

out, which mainly concentrated on the two polar regions and the two east and west limbs. 

Figure 4.1 shows a mosaic including such observations 

The northern polar coronal hole was large and tilted towards the Earth during this month, 

making it appear much larger than the south pole. In the second half of August a large 

'dark' area appeared on the solar disc, and was identified by the author (with a quick-look 

spectral analysis) as a large equatorial coronal hole, and named 'Elephant's Trunk' (or 

'tusk'), because of its appearance. Figure 4.1 (central part) shows a CDS Mg IX image of 

the Elephant's Trunk on August 26th 1996. 

A series of CDS observations of the Elephant's Trunk was carried out during the last week 

of August 1996, following the passage of the hole across the disc. These observations are 

outlined in Section 4.2.2. 

4.2.1 The Whole Sun Month (WSM) campaign 

Equatorial regions above the east/west limb 

A series of four LIMB studies was used in order to cover a 4'x16' area. Figure 4.2 shows a 

mosaic image made in the Mg IX 368 A line at the West limb on 1996 August 26. Obser-

vations like this were made regularly every few days from 12th August to 8th September 

1996. Observations on the East limb were performed on August 13, 20, 27, 30, and 

September 3, 6. Observations on the West limb were made on August 12, 15, 19, 22, 26, 

29, and September 2, 8. 

Typically, these NIS observations were supported by GIS observations, a small slit scan 

across the limb in the E-W direction (G2AL study), and a long slit scan (C WEST and 

GEAST studies), to observe the corona at larger distances from the Sun, as shown in 

Figure 4.2. 

Since the long slit GIS observations were un-calibrated, and in general to check the GIS 

calibration, various sets of observations were planned and executed by the author (although 

not analysed yet). These include slit 2"x2"- 4"x4"checks (using the TEST5..2 and MICRO 

studies) and 4"x4"- 2"x240"checks (using the GISATS and RWPMJ studies). 

A few observations with the large 90"x240" slit were also carried out in support. Movies 

have been created, that show the highly dynamic nature of all the solar structures observed, 
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COS NIS StudIes 1996-06-26 

Start & cxi thi. (UT) : 26—Auq-16 Ct25:5O • D7S:13 

850 900 050 lI050 
Sciar X 

Ibj tta 	lI 

Figure 4.2: A mosaic of four Mg IX 368 A images taken by GDS at the Sun's west limb 
on August 26, 1996, showing also the position of the GIS studies, small and long slits. 
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as seen off-limb. 

Polar coronal holes 

The observations over the polar coronal holes were a combination of observations planned 

by the author and those planned for the WSM. 

COS NIS Studies: s4652r00 s4653r00 s4554r00 s4655r00 
Start & end time: 8—Sep-1996 20:24:58 22:53:21 line intensities 

Mg VII 367.7 A lag I = 5.8 	 Mg IX 368.1 A lag T = 6.0 

Si XIF 520.7 A Iag 1 	6.3 

aid fl
:raiirTv•*PtwrT.flJi 

r1,P.5flF 

rap.tzwssuc* fl'I• 
	

•t'pWA!wSl!flt 
4r 	 jir 

Figure 4.3: A mosaic of four LIMB studies taken on September 8, 1996, in the south 
coronal hole. The total area in each panel is about 16'x4'. 

In this case, a series of four LIMB studies was used to cover a 16'x4' area, as a mapping 

to study the structure and evolution of the coronal holes, and as 'context' observations 

for more detailed studies. Figure 4.3 shows mosaics created from the September 8 1996 

observations. The upper transition region (Mg VII) and lower corona (Mg IX) lines show 

the presence of polar plumes. Observations of this type were made on August 10, 16, 

17, 24, 25, 31, and September 7 to observe the north coronal hole. Observations of the 

south coronal hole were made on August 11, 18, and September 1, 8. In some cases, these 

observations were supported by GIS scans across the limb. 

4.2.2 The Elephant's trunk 

Figure 4.4 shows a magnetogram (SOHO/MDI) and an EUV image (SOHO/EIT) of the 

Sun taken on 26th August 1996. The Elephant's Trunk appeared as a predominantly 
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26-AUG-96 16:00:00 
S0f 01. F. XN It,.. igs A 
Augun 26, '696 at I9l6 

V -u 50 -' uCV 	-50.00 	 ,5t CC 	00 

SQl / 101 	 StuuIatd L.d,i,..I I..ii,at. It, 

Figure 4.4: The Elephant's Trunk as seen on the 26th August 1996. Left: a magnetogram 
from SOHO/MDJ (courtesy of C. DeForest). Right: a SOHO/EIT image. 

unipolar region, that extended from the north coronal hole to a region of strong magnetic 

field associated with an active region just south of the equator. This field had the same 

polarity as the north polar hole. A neutral line appears to run along the prominence 

channel parallel to the coronal hole to the East. This equatorial coronal hole resembled the 

famous 'Italy boot-shaped' (CH 1) coronal hole observed by Skylab in 1973 and described 

in Chapter 1. 

The Elephant's Trunk provided a rare and important opportunity to study coronal holes 

because: 

. it crossed the Sun centre, making it possible to perform spectroscopic observations 

with a largely radial line of sight. Thus it was possible to observe the coronal hole, 

without contamination from foreground quiet sun material. 

• The Sun was at solar minimum. Therefore, any contamination from foreground quiet 

sun material was further minimised. 

A series of CDS observations of the Elephant's Trunk was carried out on the 25th, 26th, 

27th, and 29th of August 1996. 

A series of NIS observations (LIMB studies) were made on the 25th, 26th and 29th of 

August 1996 in order to create composite monochromatic images and to give an overall 

picture of the coronal hole. Figure 4.5 shows the CDS mosaics in Mg IX, created from 
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Figure 4.5: The Elephant's Trunk as seen on the 25th 26th and 27th August 1996 in the 
coronal line Mg IX 368 A by CDS, showing changes over the time-scale of one day. 
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observations taken on the 25th, 26th and from a SYNOP sequence of 27th August. Small 

changes in the boundaries and inside the hole were visible on all time-scales, making it dif-

ficult to perform accurately pointed observations. The overall structure of the Elephant's 

Trunk, however, persisted for a long time. In fact, the hole largely decayed over a time 

scale of the order of two solar rotations, with parts remaining for much longer. 

C 	flO 200 300 
Sokr X 

Figure 4.6: EIT 195 A - 27th August 1996 12:15 UT with the regions rastered by CDS. 
The CHBOPT2 is the rectangular region on the right, while the narrower NISAT..35, partly 
overlapping, is on the left. A GIS E- W scan across the hole is also shown. 

A region near the solar equator was observed on the 25th, 26th and 27th, as it rotated 

across the meridian, using CHBOPT2 and NISAT_55. Figure 4.6 shows the position of the 

rasters for the 27th. On the same days, some E-W GIS scans across the hole were obtained 

with the 4"x4"slit, to observe both the east and west boundaries. Specific simultaneous 

observations with other instruments on board SOHO were also organised on the 27th, the 

day of the meridian passage. EIT and MDI observed the hole with high time and spatial 

resolution. SUMER produced reference spectra. 

On the 29th, a GIS scan inside the hole, in the N-S direction was obtained, together with 

a NISATS5 raster. 

209 



4.3 The observations during September-October 1997 

"lii 

r1 

.0I 

'[Sr.'s' 

—1000 	—500 	0 	500 	1000 
Solar X 

Figure 4.7: lilT 195 A - 7th October 1997, with the regions rastered by CDS. Negative 
image created with the IDL routine IMA GE..TOOL. 

During this period the Sun was in the rise phase of cycle 23. In the corona (see Figures 4.7, 

4.8, and 4.9), many new active regions were forming at high-latitudes, and both polar 

holes were much reduced in area, with a bright polar crown region, emitting also high-

temperature lines. The Sun was tilted in such a way that the north polar hole was more 

visible than the southern hole, which disappeared at times. A coronal hole Campaign (# 

1990) was organised by B. Bromage and the author, with supporting ground observations 

and observations by the other SOHO instruments, in particular SUMER, EIT, and MDI. 

Mostly, the observations were of the north polar region, with meridian studies and with 

studies that followed the same region day by day. In particular, an extension of the 

polar hole, and a region in the N-W were studied in more detail. As in August 1996, 

mapping of the coronal holes was performed with large field-of-view NIS rasters (as shown 

in Figure 4.7), while more detailed observations were made using smaller field-of-view GIS 

and NIS observations. Figure 4.8 shows as an example the sequence of areas observed on 

the 2nd October 1997 with the WIDE3LA1, UCLANN3, DEM..GIS, NSGSCAN1 studies, 
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to observe the boundary of the north coronal hole, at the meridian (special SUMER 

support was also organised). 

There were some periods of high-telemetry, when special sequences were run. Many full-

wavelength spectra were taken (NISATS5, UCLAN_N2 studies) over the boundary of the 

north coronal hole. In particular, on the 14th of October, UCLAN_N2 was repeated 6 

times on the same area. Also, various high-rate GIS E-W scans (HRBNDWE study) were 

run over coronal hole regions, including plumes. On the 17th of October one of these scans 

was done above the north limb. 

1000  

500 

0 

-500 

1000

-  

—1000 	—500 	0 	500 	1000 
Solar X 

Figure 4.8: EIT 195 A - 2nd October 1997, with the regions rastered by CDS. Negative 
image created with the IDL routine IMAGE_TOOL. 

During the last week of September, some observations were performed in off-limb regions, 

in support of EISCAT IPS observations, together with LASCO observations. 

In order to study the relationship between the observed features at radio and EUV wave-

lengths (see Gopalswamy et aL, 1998), specific CDS simultaneous observations with the 

Nobeyama Radio telescope were planned, in collaboration with Dr. Gopalswamy. Mainly, 

the NIS WIDE3LA1 study, which is composed of three scan positions with the wide slit, 

was used to build movies in the brightest He 1, 0 V, Mg IX lines seen by CDS. Simulta- 
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neous observations on October 10-11th, 14-15th were executed and analysed. 

4.4 Off-limb observations of polar holes (February - April 
and October 1997) 

-1000 	 -500 	 0 	 5C0 	 1000 
Sdor X 

Figure 4.9: EJT 195 A - 12th October 1997 17:26 UT, with the off-limb NISATS5 raster 
positions. The NIS observations started at 8:55 UT and ended at 13:43 UT. Negative 
image created with the IDL routine IMAGE..TOOL. 

To take advantage of high-telemetry, on the 12th of October 1997, a series of 6 NISAT_S5 

studies were taken off-limb in an inter-plume region (see Figure 4.9). This sequence of 

rasters represents the longest off-limb full-spectrum NIS observation taken by CDS, as far 

as the author is aware. The solar corona at that time was such that any effects of plasma 

from extended hot loops overlying the coronal holes were very limited, as can be seen in 

the EIT picture in Figure 4.9, and therefore most of the observed emission comes from 

the inter-plume region. 

A few GIS N-S scans over the north or south polar limbs were performed. In addition, 

a particular set of observations was developed to study plume and inter-plume regions 

off-limb, and named 'off-limb cross'. The main idea was to perform one N-S scan just 
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0 	 4W 
sr x 

Figure 4.10: EIT 195 A - 27th March 1997 12:49 UT, with the GIS 'off-limb cross' 
rasters. Negative image created with the IDL routine IMAGE_TOOL. 

off-limb and one E-W scan at larger distances, to form a cross (see Figure 4.10) centred 

at the meridian. Since the error in the CDS pointing (10") is of the order of the plume 

dimensions (20"), such a combination of two rasters was designed to check the pointing. 

The N-S raster was pointed to have a few exposures inside the limb, and therefore to be 

able to check its Solar Y position. From the E-W scan it is possible to distinguish between 

plume and inter-plume areas, since the plumes (if there are any) are aligned along the 

N-S direction around the meridian. The Solar Y (i.e. the distance from the limb) of this 

raster could easily be checked with the help of the N-S raster, because the intensities of 

the lines have an exponential fall-off with distance making it easy to find the intersection 

of the two rasters. 

The exposure times, distances and length (120") of the rasters were adjusted to be able 

to observe on average at least one plume and inter-plume region as far as possible from 

the limb, with good signal-to-noise and with a total duration (about 7h) not too long, so 

that effects of the solar rotation (which are minimal on the meridian at the poles) would 

be negligible. 

Observations such as that shown in Figure 4.10 were repeated on the 13th February, 10th 

March (this had missing data and wrong pointing), 29th March (again with large data 

dropouts), 1st April 1997, and the 23rd October, all in 1997. 
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4.5 The software developed for the data analysis 

This Section gives a short description of the procedures developed for the analysis of the 

CDS data and of the software that was written in IDL by the author. Basic software 

was available to read the data, perform the standard corrections (such as fiat-fielding), 

and the line fitting (which became available only in 1997), as described in Chapter 3. 

The high versatility of the CDS instrument, in terms of type of observations, meant that 

each CDS study (or sequence of studies) required the development of appropriate analysis 

software. A set of programs was written with the flexibility to automate and simplify 

the data analysis of as many CDS studies as possible. IDL routines were also written 

for other purposes, some of which (e.g. CDS calibration or DEM analysis) have already 

been described. About 200 IDL routines containing a total of more than 100 000 lines 

of code were written. Some of the software has been released for public use (the DEM 

package, Del Zanna et aL, 1997 ), and some has been distributed as part of international 

collaborations. Only a short description of some of the software used in this thesis is given 

here, to give an idea of the type of problems encountered and how they have been solved. 

The data analysis of a single observation. 

Each single CDS observation is stored as a FITS file. Routines were written to perform the 

first step standard analysis on the raw data, applying one-by-one all the corrections that 

have been described in Chapter 3, with various options, plots and checks. Depending on 

which instrument was used, on the type of raster (e.g. one-dimensional or bi-dimensional 

for the GIS), and on the type of data extraction, an appropriate routine had to be writ-

ten. In the NIS case, contiguous windows (if any) are merged. Then, the background 

is estimated and line intensities found, by summing the pixel values and/or applying the 

multiple line fitting described in Chapter 3. The results are then saved in IDL 'save files'. 

Routines were written to display the results in various ways, and to perform subsequent 

analyses on the data. 

The data analysis of a series of FITS files 

In many cases a 'single' observation consisted of a series of FITS files, that had to be 

processed one by one, and then combined. The complexity of the data processing followed 

the complexity of the type of CDS study. Among the most complex and time consuming 

for the data analysis, were the CHBOPT2 and the HRBNDWE studies. 

The mosaics of the data 

Mosaics of the monochromatic images were formed from the single observations, inter- 

actively adjusting the relative position of each one to obtain the best composite image. 
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Specific features (such as the solar limb in chromospheric lines) that do not change in 

time, were usually used for this purpose. The IDL save files of the single observations 

were read and then the combined data were saved in a new IDL save file. Other routines 

were written to perform subsequent analyses on the merged data. These include displays 

of the images and ratios of any two of them, examination of the results, selection of areas 

to average, production of line fitting, and storage of the results in various forms. 

The selection of areas to average 

In most cases, even long exposures were not enough to achieve sufficient signal, in partic-

ular in coronal holes, and averaging of spectra was needed to improve the signal-to-noise 

in the weak lines, especially the density-diagnostic ones. For the off-limb observations, 

software was developed to interactively select areas to spatially average spectra along 

concentric arcs at fixed heights above the limb, to provide a one-dimensional, radial de-

pendence of the spectra (after the gaussian fitting of the line intensities). It is also possible 

to select a range of position angles, in order to select regions of different latitudes. The 

software also allows selection of an intersection of these concentric areas and other areas 

selected by other criteria (e.g. to include only an inter-plume region or to exclude an active 

region). For the on-disc case, software was written to select areas, add them, 'intersect' 

and overplot them, in order to produce a single spectrum, or a sequence of spectra along 

one spatial direction. 

In summary, specific customised analysis software needed to be written to deal with the 

various analyses, depending on which type of region was selected (e.g. a single region or 

a sequence of regions), which instrument was used (i.e. NIS or GIS), and which type of 

observation was made (e.g. full- or windowed-spectrum for NIS). 
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Chapter 5 

Results for coronal holes, quiet 
sun and plumes 

This Chapter presents a selection of 'typical' results from the analyses of coronal hole 

and quiet sun regions, and of coronal hole plumes, using the data described in Chapter 4. 

First, off-limb densities and temperatures derived from 1996 to 1998 quiet sun and coronal 

hole observations, are presented in Section 5.1, to show the main differences between these 

regions, and how they have not significantly changed over that period. Secondly, results 

from some of the near Sun centre observations done in 1996 are presented in Section 5.2. 

They include densities, temperatures and abundances for the Elephant's Trunk coronal 

hole, a nearby quiet sun region and a low-latitude plume. These observations are then 

compared and summarised in Section 5.2.4. 

Part of the analyses done have already been published (see below for details), and the 

results are only outlined here. Some of the data presented in these published papers have 

been re-analysed for this thesis using the most up-to-date instrument calibration (Chapter 

3), improved atomic physics, and different ionization equilibrium. The results of these re-

analyses, presented here, do not affect the main findings, but have some differences from 

those already published. It is important to make clear which are the main reasons for 

these differences. 

• A new instrument calibration (Chapter 3) has been adopted. 

While results based on lines close in wavelength and seen in the same detector (as 

the densities based on the Si IX and Si X line ratios, for example) are not much 

dependent on the calibration, others, such as those derived from the use of the Mg 

and Ne lines seen in NIS 1 and NIS 2, can be different by a factor of 2, depending on 

which calibration is adopted. Since the Mg/Ne abundance is the only one that can 

be used to constrain the relative abundances of all the other high- and low-FIP ions 

(if only NIS observations are used), a different calibration affects results in terms of 
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FIP effect. Also, with the calibration adopted here, many bright coronal lines (Mg 

X, Al XI, Si XII) seen in NIS 2 are not in good agreement with those observed in 

NIS 1, as already seen. 

• A different ionization equilibrium. Here, the Arnaud and Rothenflug ( 1985) ioniza-

tion equilibrium for all the ions has been adopted, together with the calculations of 

Landini and Monsignori Fossi (1991) for the minor elements. In some of the pre-

vious publications the Arnaud and Raymond ( 1992) calculations for Fe were used. 

Chapter 3 already illustrated some of the differences that are found when other ion-

ization equilibrium calculations are adopted, with variations of a factor of almost 

2 for some ions, and how the Arnaud and Rothenflug ( 1985) calculations give more 

consistent results between most of the ions. Different choices of ionization equilib-

rium affect both the DEM distribution (although slightly), and the relative element 

abundances that are found with the use of any differential emission measure (or line 

emission measure) method. 

The Arnaud and Rothenflug ( 1985) ionization equilibrium has been assumed here in 

deriving all isothermal temperatures from line ratios. 

• More recent atomic data, in the form of CHIANTI v.2 (Landi et aL, 1999b) have been 

used. The main differences between CHIANTI v.2 and the previous versions, that 

concern the results presented here, are new calculations for Ne IV, Ne VII, and Fe 

X, together with the inclusion of many new ions. The differences in the emissivities 

are considerable for some lines. Then, CHIANTI v.2 contains a correction for an 

error in the earlier 0 IV database, that affected the 608.4 and 609 A lines, such that 

densities derived using the 608.4 A line were overestimated by about a factor of 2. 

In addition to the CHIANTI upgrade, recent Fe XIV calculations (Storey et al., 

1999) and Mg IX calculations (P. Young, 1999, priv. comm.) have been used here, 

although the differences for Mg IX are small and the Fe XIV lines are weak or absent 

from the spectra used. For those ions that are not present in the CHIANTI database, 

the Arcetri spectral code (AC, see, e.g. Landi and Landini, 1998a) was used. The 

continuum emission has been calculated with the method described in Landi et at. 

(1999b). 
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5.1 General characteristics of off-limb densities and temper-
atures for the quiet sun and polar coronal holes from 
1996 to 1998 

August 1996 was a good choice for the Whole Sun Month (WSM) international campaign. 

During this month, there was little variation in longitude of the equatorial streamer struc-

ture (in particular around the 20th), as shown for example by coronagraph images, and 

this simple structure became the best test the Sun could offer for comparisons of different 

instruments' data and modelling. Two workshops were organised to coordinate the effort, 

and the author actively participated in these. The main outcome of the WSM campaign 

has been a series of refereed journal papers, collected into a special issue of the Journal 

of Geophysical Research - Space Physics in May 1999. As well as leading one paper, the 

author contributed directly to two papers doing a large part of the data analysis and pro-

viding software (Fludra a aL, 1999a; Gibson et al., 1999). Preliminary results were given 

by Fludra a al. (1997a), and Fludra et al. (1997b). The observations that were analysed 

in collaboration with A. Fludra, together with the main results, are presented in this 

Section. 

Off-limb observations of the equatorial regions 

From the large data set presented in Chapter 4, NIS data taken on six days were selected 

for analysis of the equatorial regions above the east/west limb. Three pairs of dates 

approximately half a solar rotation period apart were chosen: 12 and 27 August, 15 

and 30 August, and 19 August and 3 September. This allowed direct comparison of the 

same location viewed both on the East and West limb to check the time variability in the 

coronal streamer structure. In addition, the dates of 12 and 19 August (and 27 August and 

3 September) are seven days apart, thus sampling different areas separated by 90 degrees 

in longitude. All of the monochromatic images obtained for the above dates showed quiet 

Sun areas, almost free from any active region emission. In two cases where active region 

loops were present, these areas were excluded from analysis, and only the quiet part of 

the solar corona was analysed. 

As an example, some results for the off-limb observation of on 1996 August 19 are presented 

here. The data have been averaged along concentric arcs of constant radius and spanning a 

range of position angles, to produce (after a multi-gaussian fit to the spectra) an averaged 

radial dependence of the line intensities. From these, physical parameters such as electron 

density and temperature have been derived as a function of the radial distance above 

the limb. Spatial averaging along concentric arcs increased the signal-to-noise, allowing 
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Figure 5.1: The off-limb intensities of selected lines - 19th August 1996, plotted on a log 
scale. 1: He 1584.3 A; 2: Mg VII 367.1 A; 3: Mg IX 368.1 A; 4: Mg X 624.9 A; 5: Si IX 
349.9 A; 6: Si XII 520.7 A. Note the different slopes of intensities versus radial distance 
above the limb. 
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measurement of the coronal line intensities up to 1.2 R®. These are shown in Figure 5.1. 

Note: (1) the rapid drop of the He I intensity, showing there is little off-limb stray light; (2) 

how the line intensities have near-exponential decreases, with different slopes for different 

lines. 
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1.20x 106 
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Te from Mg X 624.9 A / Mg IX 368 A 

0.90 	0.95 	1.00 	1.05 	1.10 	1.15 	1.20 	1.25 
R/R 0  

Figure 5.2: The off-limb isothermal temperatures as derived from different line ratios. - 
19th August 1996. The temperature from the Si XII / Mg X ratio was derived assuming 
photospheric abundances. 

Figure 5.2 shows the isothermal temperatures as derived from various line ratios. The fact 

that the various ratios yield different temperatures shows that the plasma was not strictly 

isothermal at those radial distances. Each temperature increases by about 10% from the 

limb to 1.2 Re. 

Figure 5.3 shows how the two Si IX lines used for density estimates, have different radial 

profiles, and how the derived density (that is an average along the line of sight ) decreases 

from 5 x10 8  on the disc and at the limb, to 1 x10 8  (cm 3) at 1.2 Re. 

Further results are presented in Fludra et at. (1999a) and Gibson et al. (1999). Electron 

densities were derived from the observed Si IX 349.9/341.9 A ratio, while isothermal 

temperatures from Si XII/Mg X and Si XII/Mg IX ratios were calculated up to 0.2 Re 

above the limb. The results showed little time variability over a period of 20 days. Densities 

in the streamer region decreased exponentially with height, while temperatures showed an 
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increase up to 1.2 Re  after which they maintained level values. A comparison with Yohkoh 

SXT data (Fludra et al. 1999a) showed a good agreement in terms of temperatures, for the 

streamer region of August 19. This direct comparison of nearly-simultaneous observations 

of a simple structure indicates that the results from direct EUV line intensities and broad-

band filter ratio techniques can sometimes be in good agreement. 

The streamer data were used by Gibson et al. (1999) for a comparison with results from 

white-light data. The densities determined from CDS and those determined from the 

van de Hulst (1950) inversion technique were very similar. This allowed the radial depen-

dence of the electron density (averaged along the line of sight) over the 1-4 Re range to be 

simultaneously determined for the first time. Remembering that the white tight intensity 

is proportional to an integral of N along the line of sight , while EUV line intensities 

depend on N 2 , this result is quite remarkable. 
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Polar coronal holes 

The North polar coronal hole observations of 1996 August 24, 31, and September 7, and 

South polar coronal hole observations of August 18 were analysed for the Fludra et al. 

(1999a) paper. The same spatial averaging along concentric arcs of constant radius de-

scribed above was applied to the data. 

Some preliminary results were given by Fludra et aL (1997a) and Fludra et al. (1997b), 

while a more complete analysis is presented in Fludra et aL (1999a). Densities and temper-

atures of the polar coronal hole regions were obtained using the same diagnostics described 

above. The main results are that densities and temperatures were lower in coronal holes, 

and that the derived values presented little variability over that period. Densities were 

decreasing with height, having lower values (by about a factor of 2) compared to the 

equatorial regions. 

A similar analysis of off-limb NIS spectra was repeated on further sets of coronal hole 

observations, planned and executed in 1997 and 1998 by A. Fludra. Some of the results 

obtained are described in Fludra etal. (1999b), and are not repeated here. One remarkable 

result is that densities and temperatures showed similar values to those of August 1996. 

223 



5.2 Results from near-disc-centre observations, 1996 Au-
gust 

Coronal hole CDS observations of the 1996 August 26 and 27, which benefited from a near-

radial line of sight, are presented here. In addition, results from a full raster observation 

on August 25, of a quiet sun region near the disc centre, westward of the coronal hole, are 

also presented and used as a quiet sun reference observation for that period. 

5.2.1 The results from the Elephant's Trunk observations of the 26th 

August 1996 

The following results are derived from composite series of four LIMB studies of the 26th 

(11:21-13:49 UT) and the CHBOPT2 study of the same day (Solar X=-62, Solar Y=72, 

15:00-15:57 UT). 

Figure 5.4 shows monochromatic images of the Elephant's Trunk on the 26th, when it was 

close to the meridian. A few characteristic features are of note. It is well-known that emis-

sion from both coronal lines and from He I (and He II) lines (in the network) is depressed 

in coronal holes. Figure 5.4 confirms this picture and also reveals that the cell centres in 

this coronal hole were somewhat elongated and enlarged, as seen at both chromospheric 

(He II) and transition region (0 V) levels. At higher temperatures, the network pattern 

tends to disappear, and the emission has a more diffuse character. Emission from the 

hottest ion observed (Si XII) is completely absent in the coronal hole. 

The scattered light 

Figure 5.5 displays the 'background' level corresponding to the same observation, at the 

same wavelengths shown in Figure 5.4. Most of this scattered light (discussed in Chapter 

3) is spatially-dependent, being more intense in the network regions (defined below). 

The definition of cell-centre and network areas 

The intensity of the 0 V 629.7 A line has been used to distinguish between cell-centre 

and network areas (see, e.g., Reeves, 1976 for the technique, and Gallagher et aL, 1998, 

for a recent re-examination of the quiet sun cell and network structures) in order to 

produce consistently-defined average spectra of the regions examined, and to look for 

possible broad correlations of the supergranular structure with variations of the deduced 

parameters (temperature, density, and abundances). 

This transition region line was chosen because its intensities in the network are not dimin-

ished inside coronal hole areas, unlike the chromospheric He lines, and because is one of 
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the brightest lines in the NIS spectra. The intensity distribution in 0 V has been fitted 

by a double Gaussian profile. Cell-centre (network) areas were defined as those regions 

having intensities less than (above) the value at the crossover of the two Gaussian pro-

files. This criterion has been applied to all the coronal hole and quiet sun observations 

analyzed. Figure 5.6 shows a histogram of the intensity over the whole of the mosaic area, 

and a visual representation of the cell-centre regions selected with the adopted criterion. 

It should be said that different choices of definitions of cell-centre and network regions 

lead to slightly different results. 

0 V (bI Mg VIII 110? 629.732 A 

l400 

1 

400 - 

200 

0 
500 	 1Q00 	 1500 

lsfl4y 

Figure 5.6: The histogram of the 0 V 630 A intensities from the August 26 1996, ob-
servation, showing the two-component gaussian fit used to define cell centre and network 
regions. The high-intensity tail represents localised brightenings in the network. 

The definition of coronal hole boundaries 

It is difficult to unambiguously define coronal hole boundaries using EUV on-disc obser-

vations. Using intensities of coronal lines can be highly misleading, since the emission 

measure at any particular temperature along the line of sight can be expected to vary, and 

also abundance variations can affect the integrated intensity along the line of sight. An 

isothermal temperature map, on the other hand, shows much more clearly the boundaries 

of coronal holes. In the case of the Elephant's Trunk, the isothermal temperature map 

(Figure 5.7) clearly shows the extension of the polar hole down to the equator, and its 

continuity all the way from the north pole to the associated active region, as also shown 
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by magnetograms. 
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Figure 5.7: Left: an isothermal temperature map (Mg X 625 A/ Mg IX 368 A ratio) with 
the selected coronal hole areas, on August 26, 1996. Right: the Mg IX 368 A image with 
the regions selected to get averaged E-W profiles. 

Figure 5.7 shows the isothermal temperature map of the hole based on the [Mg X 624.9 

A 1i Mg IX 368.0 A] ratio. This image indicates a steep change in temperature at the 

boundaries of the hole. In this work, coronal hole areas were defined as regions with an 

isothermal temperature T < 9.3x105  K (log T < 5.97). Other temperature ratios (e.g. Si 

XII/Si XI, Fe XII/Fe X) represent the coronal hole in a similar way. This Mg ratio was 

chosen because even inside the coronal hole both lines still have detectable intensities. 

Since the coronal hole extended mainly along the N-S direction, regions near the equator 

were selected (see also Figure 5.7), and spectra were averaged along the N-S direction in 

order to increase the signal to noise and to produce intensity profiles across the hole (i.e. in 

the E-W direction). Figure 5.8 shows the two E-W intensity profiles (corresponding to the 
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regions 2 and 3 in Figure 5.7) for the cell-centre areas in five different lines, together with 

the corresponding isothermal temperatures. The profile of the isothermal temperature 

shows that a log T value of 5.97 is a reasonable limit to use in defining the 'coldest' regions 

inside the hole (see also the temperatures derived from GIS lines, Figure 5.20). Similar 

temperature changes across the hole were found when looking at the other latitudes. The 

temperature on the eastern boundary of the hole was found in many places to be higher 

than on the west. 

Using the Mg X/Mg IX intensity ratio to define coronal hole regions would bias any dif-

ference between coronal hole and quiet sun regions toward a temperature effect. However, 

this choice is in quite good agreement with the shape of the hole as seen in He 110830 A 
and YOHKOH images, that are usually used to trace the coronal hole boundaries. 
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Figure 5.8: Left: Intensity profiles across the coronal hole as deduced from cell-centre-
averaged spectra of the regions 2 (above) and 3 (below) in Figure 5.7. (1) Mg IX 368. A; 
(2) Si XII 520.7 A; (3) He 1584.3 A; (4) Mg X 625 A; (5) 0 V 629.7 A. Right: Profiles 
of the isothermal temperature derived from the Mg X 625 Al Mg IX 368 A ratio. Note 
the decrease in the temperature. 

Figure 5.8 also shows that the cell-centre intensity in the He lines is almost unaltered. 

Similar studies over the network regions are also interesting, and show the well-known 

depression of the He lines inside coronal holes. There is also a tendency for transition 
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Table 5.1: Electron Densities and Temperatures Deduced From the August 26, 1996, LIMB 
and CHBOPT2 Observations, for the Cell Centres and Network of the Selected Coronal 

Hole and Quiet Sun Areas. CC, cell centre; Net, network; CH, coronal hole; QS 1, quiet 
sun. Densities, deduced from the Si IX [349.9 Al 341.9 A] and 0 IV [625.9 Al 608.4 

A] ratios are in cm 3 . Temperatures, deduced from the [Mg X 624.9 A/Mg IX 368.0 A] 

ratio are in K. Intensities of a selection of lines are also shown, expressed as a proportion 

of the corresponding intensities seen in the quiet sun full raster observation of August 25, 

1996. 

REGION Ne (SIIX) N(OIV) T.  He!! OV MgIX SIXI 

Mosaic CH A CC 2.8±.3 108  0.7±.1 1010  8.95±.03 105  0.86 0.94 0.43 0.43 

Mosaic CH B CC 1.7±.3 108  1.1±.4 iO' °  9.06±05 io 1.07 1.02 0.61 0.57 

Mosaic CM C CC 2.2±.6 108  0.6±.1  1010  8.8±02 105  1.07 1.07 0.44 0.44 

CHBOPT2 CH CC 1.6±.3 108  0.7±.1  1010  8.57±04 10 1.04 1.06 0.41 0.22 

Mosaic CM D CC 2.0±0.5 108  0.6±.1 1010  8.59±03 io 0.87 1.0 0.40 0.37 

Mosaic QS 1 CC 3.8±.5 108  1.2±.3  1010  1.05±02 10°  1.0 0.85 0.58 0.96 

Mosaic CH A Net 2.1±.5 108  0.5±.1  1010  8.91±05 105  0.69 0.91 0.43 0.47 

Mosaic CH B Net 2.0±.7 108  0.7±.1 10' 0  9.16±05 105  0.80 0.94 0.63 0.57 

Mosaic CH C Net 2.2±.3 1 8  0.5±.1 1010  8.87±04 10 0.86 1.06 0.49 0.49 

CHBOPT2 CH Net 1.7±.5 108  0.5±.1 1010  8.63±04 105 0.72 0.93 0.38 0.19 

Mosaic CM D Net 2.7±1. 108  0.5±.1  1010  8.53±03 105  0.66 0.94 0.38 0.39 

Mosaic QS I Net 4.5±1. 108  0.5±.1  1010  1.03±04  106  0.94 0.84 0.74 0.94 

region lines (0 V) to have an increased intensity in both cell-centres and network (see 

also the results in Table 5.1). Also note the expansion of the coronal hole with height, as 

shown by the fact that higher-temperature lines show broader intensity depressions at the 

hole. 

Figure 5.7 also indicates the four coronal hole regions (A, B, C, and D) that were selected 

to produce averaged spectra from the LIMB observations of the 26th of August. A region 

of quiet sun (QS 1; Figure 5.7) near Sun centre was chosen for comparison. This region 

does not necessarily represent the typical quiet sun, but on the other hand the notion of 

the so-called quiet sun has been radically changed by SOHO results. (Different averaged 

line intensities have been found from different quiet sun regions, and these differences can 

be quite large in particular for transition region lines in the network areas, because of the 

occurrence of repeated brightenings). All the quiet sun and coronal hole regions selected 

here were subdivided into cell-centre and network regions to enable separate measurement 

of the line intensities for each region to be made. The results are shown in Table 5.1. 

Figure 5.9 shows the averaged spectra for the cell-centres of the coronal hole C region. 

Note how the line profiles are well defined even in this case, where intensities are very low, 

both in coronal lines (because of sampling inside a coronal hole), and in the other lines 

(because of sampling in the darker cell-centres). 
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Table 5.1 also shows the results from the CHBOPT2 observation of August 26, which 

partly overlaps region C of the composite image. 

Averaged coronal densities in the QS 1 region are about a factor of 2 higher than the 

coronal hole values . Coronal densities are not significantly different for network and cell-

centre data, as one would expect, but at transition region heights the 0 IV ratio shows 

lower densities in the coronal hole areas, with a tendency to higher densities in the cell 

centres. While the quiet sun area QS 1 shows a temperature T = 1x106  K, the coronal 

hole regions had temperatures T 8.5— 9x10 5  K. Table 5.1 also shows the intensities of a 

few lines expressed relative to those in the quiet sun (full raster) observation of August 25 

(see next section). The coronal lines Si XI 303.3 A (second order) and Mg IX 368.0 A are 

weaker by more than 50% inside the coronal hole. The transition region line 0 V 629.732 

A is slightly enhanced in the cell-centre regions inside the coronal hole, while the He II 

303.8 A (second order) line displays the well-known characteristic of decreased intensity 

in the coronal hole network, by 20-30%. 

5.2.2 Results from the quiet sun reference observation - 1996, Aug 25 

Before describing the results of the full diagnostic analysis performed on the coronal hole 

observations of Aug 27, results from the reference (full raster) quiet sun observation are 

now presented. This region was fairly homogeneous and very quiet. The NISAT observa-

tion on the Quiet Sun on 1996, Aug 25 was analyzed and cell-centre and network regions 

were selected following the same criterion previously described. Averaged spectra were 

then obtained, and line intensities derived. 

The derived densities and temperatures are presented along with corresponding results 

for the Elephant's Trunk, in Table 5.4, below, for a more direct comparison. Averaged 

coronal densities are lower than in the region QS 1, while the isothermal temperature is 

about the same, around a million degrees. The [Mg VI 349.17 A 1/ Ne VI 562.8 A] ratio 

values shown in Table 5.4 indicate some differences in the elemental abundances between 

the cell centres and the network. This is confirmed by the Mg VII / Ne VII ratios. 

DEM analyses were performed on the averaged cell-centre and network spectra, assum-

ing a constant electron pressure of 4x10 14  cm 3  K. The photospheric abundances of 

Grevesse and Anders (1991) in order to obtain a satisfactory fit were used initially, but 

some of the element abundances had to be modified (see Table 5.4 for the values adopted). 

Figure 5.10 shows the DEM distribution of the cell-centre quiet sun averaged spectrum. 

232 



Table 52: A selection of lines of different ions, used for the DEM of the quiet sun averaged 

cø!l-rntr rpainn - 1996 Aunust 27.  
Ion A 1 ,, 

(A) 
A ot, 
(A) 

Transition lob I,,/ 
lob 

+1- DeL log 
T.ff 

log 
Tmax 

frac 

C III 538.31 538.2 2s2p 3 P2 - 2s3s 	S, 10.1 0.86 0.33 N 2 4.87 4.96 0.35 

o ii 538.32 2s22p3 2 D3 12 - 2s2p4 2 P3 ,2  4.87 0.33 

C III 538.147 2s2p 3 P1 - 2s3s 3 SI 4.96 0.21 

o Iii 599.597 599.6 2s22p2 'D2 - 2s2p3 'D2 24.9 1.17 0.19 N 2 5.05 5.06 

o iv 554.513 554.5 2s2 2p 2 P3 12 - 2s 2p2 2 P3 1 2  82.4 0.98 0.12 N 2 5.26 5.27 

o iv 553.329 553.4 2s2 2p 2 P1 ,2  - 2s 2p2 2 P3 ,2  14.3 1.12 0.24 N 2 5.26 5.27 

o iv 608.397 608.4 2s2 2p 2 P1 ,,2  - 2s 2p2 2 5 1 , 2  13.6 0.90 0.40 N 2 5.26 5.27 

Ne IV 541.128 541.1 2s2 2p3 4 
S3/2 - 2s 2p4  1.9 1.03 0.93 N 2 5.29 5.27 

Ne IV 543.892 543.9 2s2 2p3 4 
S3/2 - 2s 2p4 4 P5p 5.7 1.04 0.52 N 2 5.29 5,27 

o V 629.73 629.8 2s2 'So - 2s.2p 'P, 183.7 0.92 0.11 N 2 5.40 5.39 

Ne V 569.824 569.8 2s22p2 3 P, - 2s2p3 3 D2  3.7 1.21 0.51 N 2 5.50 5.47 0.76 

Ne v 569.753 2s22p2 3 P, - 2s2p3 3 D1 5.47 0.24 

Ne v 572.331 572.3 2s22p2 3 P2 - 2s2p3 3 D3 5.7 1.22 0.38 N 2 5.50 5.47 0.85 

Ne v 572.098 2s22p2 3 P2 - 2s2p3 3 D2 5.47 0.14 

Mg v 353.092 353.1 2p4 3 P2 - 2s.2p5 3 P2 3.9 0.56 0.40 N 1 5.54 5.47 

Ne VI 562.803 562.8 2s2 2p 2 P3 1 2  - 2s 2p2 2 D5 1 3  10.3 1.12 0.25 N 2 5.68 5.63 

Ne VI 558.594 558.6 2s2 2p 2 P 1 1 2  - 2s 2p2 2 D31 2  7.3 0.94 0.28 N 2 5.70 5.63 0.88 

Ne VII 558.609 2s2p 3P, - 2p2 3 P2 5.72 0.12 

Mg VI 349.168 349.1 2s2.2p3 2 D5 12  - 2s.2p4 2 D5 12  7.7 0.80 0.72 N 1 5.83 5.65 0.46 

Mg vi 349.137 2s2.2p3 2 D3 13  - 2s.2p4 2 D3 12  5.65 0.38 

Ne VII 561.728 561.7 2s2p 3P2 - 2p2 3 P2 3.2 0.92 0.49 N 2 5.85 5.72 0.83 

Ne VII 561.378 2s2p 3P1 - 2p2 3 P, 5.72 0.17 

Mg VII 367.674 367.7 2s22p2 3 P2 - 2s2p3 3 P2 19.3 0.83 0.46 N 1 5.92 5.81 0.77 

Mg VII 367.683 2s22p2 3 P2 - 2s2p3 3 P1 5.81 0.23 
Mg VII 365.234 365.2 2s22p2 3 P, - 2s2p3 3 P2 10.3 0.96 0.87 N 1 5.93 5.81 0.37 

Mg VII 365.176 2s22p2 3 P, - 2s2p3 3 P0 5.81 0.34 

Mg VII 365.243 2s22p2 3 P, - 2s2p3 3 P1 5.81 0.27 

Fe X 365.543 365.5 3s2.3p5 2 P 1 , 2  - 3s.3p6 2 8 1/2  13.3 1.18 0.76 N 1 5.95 6.04 0.70 

Ne V 365.603 2s22p2 'D2 - 2s2p3 'P1 5.49 0.28 
Mg X 609.793 609.8 1s2.(1s).2s 251,2 - 1s2.(1s).2p 2 P3 ,2  85.7 1.34 0.19 N 2 5.97 6.04 0.80 
0 IV 609.829 2s2 2p 2 P3 1 2  - 2s 2p2 2 5 1/2  5.27 0.20 
Mg VIII 339.006 339.0 2p 2 P3 /2  - 2s.2p2 2 S i ,2  11.9 1.16 1.05 N 1 5.98 5.92 
Ca X 557.765 557.8 3s 28,12 - 3p 2 P3 1 2  7.8 0.70 0.19 N 2 5.99 5.82 
Si VIII 319.826 319.8 2s22p3 4

S3/2 - 2s2p4 4 P5 ,, 2  53.0 1.34 0.83 N 1 6.00 5.91 
Mg IX 368.07 368.0 2s2 'So - 2s.2p 'P, 176.2 0.97 0.13 N 1 6.02 5.98 
Si IX 349.873 349.8 2s22p2 3 P2 - 2s2p3 3 D3 33.6 1.13 0.59 N 1 6.04 6.02 0.84 
Si IX 349.794 2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.16 
Fe X 345.723 345.7 3s2.3p5 2 P32  - 3s.3p6 2 S, 2  23.1 1.14 0.92 N 1 6.04 6.04 
Si IX 341.949 341.9 2s22p2 3 P0 - 2s2p3 3 D, 16.7 1.01 0.92 N 1 6.04 6.04 
Mg X 624.941 625.0 1s2.(ls).2s 	- 1s2.(ls).2p 2 P,, 2  30.4 1.55 0.33 N 2 6.05 6.04 
Fe XI 352.662 352.6 3s2.3p4 3 P2 - 3s.3p5 3 P2 31.4 1.03 0.63 N 1 6.07 6.11 
Fe XI 369.153 369.1 3s2.3p4 3 P, - 3s.3p5 3 P2 8.6 1.13 0.83 N 1 6.07 6.11 
Al X 332.789 332.8 2s2 'So - 2s.2p 'P1 22.0 0.88 0.79 N 1 6.07 6.10 
Si X 356.012 356.0 2p 2 P3 1 2  - 2s.2p2 2 D5 / 2  21.5 1.05 0.95 N 1 6.07 6.12 0.76 
Si X 356.05 2p 2 P3 1 2  - 2s.2p2 2 D3 /2  6.14 0.24 
Si X 347.403 347.4 2p 2 P,12  - 2s.2p2 203/2 37.3 1.04 0.62 N 1 6.08 6.14 
Fe XII 352.106 352.1 3s2.3p3 	3/2 - 3s.3p4 4 P3 /2  22.1 0.78 0.61 N 1 6.09 6.16 
Fe XII 346.852 346.8 3s2.3p3 	3/2 - 3s.3p4 4 P 1 12  11.5 0.75 0.68 N 1 6.09 6.16 
Fe XII 364.467 364.4 3s2.3p3 4 

S3/2 - 3sJ3p4 4 P5 12  31.3 0.78 0.27 N 1 6.10 6.16 
Fe XIII 348.183 348.1 3s2 3p2 3 P0 -3s 3p3 3 D, 10.5 1.19 1.08 N 1 6.13 6.21 
Fe XVI 360.761 360.6 3s2S,12 - 3p 2 P,p 2.5 10.79 10.71 N 1 6.34 6.34 

The lines used in the DEM analysis were formed over a wide range of temperatures and 

were from many different ions. Table 5.2 shows a selection of the lines used for the DEM 

analysis. Almost all the intense lines in both NIS 1 and NIS 2 detectors are well fitted, 

within a 20% accuracy, which is a remarkable result, considering the uncertainties in the 
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calculations of the line intensities, in the atomic physics calculations and in the calibration. 

Os cc 
23 

22 

E 21 

LaJ 
0 

19 

0 Ne 
Mg 
Al 

- 	 .Si 
0 Cc 
• Fe 

N E 
> 0' 	- 

5S = 

0 	 > f> 	 O 
0' 	 0/ 

- 	 +-r.-._ 	 z 	
a, 	/ 
Z / 
	 - 

- 	 S 

5.0 	 5.5 	 6.0 	 6.5 

log T [K] 

Figure 5.10: The DEM distribution of the full raster quiet sun cell-centres region on August 
25, 1996. 

This quiet sun DEM distribution is similar to those derived by previous authors (e.g., 

Raymond and Doyle, 1981b; Brosius et al., 1996; Mason et at, 1997, Dosehek, 1997). 

The DEM curve between log T = 5.0 and log T = 5.4 is constrained by 0 III, 0 IV, and 

0 V lines. The DEM values between log T = 5.3 and log T = 5.8 are also well constrained 

by bright NIS 2 lines of Ne IV, Ne V, Ne VI, and Ne VII. The DEM distribution here is 

therefore independent of relative 0/Ne element abundances. The relative 0/Ne abundance 

was in fact constrained by 0 IV and Ne IV lines: The Ne abundance was increased by 

a factor 1.6 (0.2 dex), relative to 0. The abundances of the low-FIP elements were then 

scaled with the Ne value. 

The temperature of the coronal peak of the DEM distribution is in agreement with the 

isothermal temperature deduced from the [Mg X 624.9 A/Mg IX 368.0 A] ratio (Table 5.4). 

This shows that the Sun at that time was very quiet, with a much lower emission at temper-

atures above a million degrees, compared to previous analyses (e.g., Raymond and Doyle, 

1981b). 
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For consistency, the same set of lines was used for the DEM analyses of the quiet sun 

network and the coronal hole regions, described below, The DEM distribution of the quiet 

sun network is shown in Figure 5.11. The shape and position of the coronal peaks in 

the cell-centre and network quiet sun DEM distributions are similar, whereas the network 

DEM shows much higher emission measures in the whole of the transition region, as 

expected. The two DEM distributions are directly compared in Figure 5.21, below. 
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Figure 5.11: The DEM distribution of the full raster quiet sun network region on August 
25, 1996. 

5.2.3 Coronal hole and plume densities, temperatures and abundances 
- 1996 August 27 

Results based on the analysis of the CHBOPT2, the NISAT..S5 and one of the G2AL/v2 

studies of the 27th August are presented here (see Figure 4.6 for the pointing of these 

CDS observations). The CBS E-W raster (fits file s4431r00) was the first one to be run, 

starting at 06:32 UT, at Solar Y = 81", very close to the disc centre. This study used the 

4"x4"slit and 400s exposures. Then, after a second CBS E-W scan, the full NIS spectrum 

(NISATS5 study, Solar X=107", Solar Y=71", 11:01-12:08 UT) was performed, and then 

the CHBOPT2 observation followed (Solar X=142", Solar Y=71", 12:13-13:10 UT). The 
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CHBOPT2 and NISAT..S5 rasters of the 27th therefore pointed at the same region in the 

N-S direction, but were shifted E-W, so as to have an overlap between the two. 

Figure 5.12 shows monochromatic images in a few selected lines from the CHBOPT2 

observation. The full spectrum (NISATS5) observation has been used to perform a DEM 

analysis of the Elephant's Trunk (see below). 

Figure 5.12: Monochromatic images of the CHBOFT2 observation on August 27, 1996. 
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Examination of Figure 5.12 shows that the network signature is evident in the transi-

tion region lines and tends to disappear when lines that form at higher temperatures are 

examined. The coronal hole boundary is clearly visible in the Fe XII image. 

Figure 5.13: Left: ratio images of the CHBOPT2 observation on August 27, 1996, showing 
density ratios (Si IX); temperature ratio (Mg X / Mg IX); and abundance ratios. Right: 
selected regions from which average spectra were extracted (see Figure 5.14). Triangles 
refer to the plume region, crosses refer to the coronal hole region, and diamonds refer to 
the west boundary region. 

Figure 5.13 shows density, temperature, and abundance maps of the same region. Small-

scale inhomogeneities are present in all the ratio images, but some large-scale patterns are 

recognizable. At coronal levels (Si IX), a decrease in density toward the 'deepest' region of 

the coronal hole is evident. The Mg X / Mg IX image shows a clear temperature decrease 

in the coronal hole region, corresponding to the darker area in the Fe XII image. The 

whole eastward region (left in the images) in the raster could therefore be interpreted as a 

coronal hole region, with the upper part showing lower temperatures than the rest of the 

coronal hole. 

In the low coronal line Mg IX 368.0 A (Figure 5.12), a diffuse emission is present in the 

upper part of the image, also visible in the EIT 195 A image (Figure 4.6) but not in the 

higher temperature lines Mg X 624.9 A and Fe XII 364.5 A observed by CDS. In the 

same region, the abundance maps indicate a strong enhancement in the Mg/Ne relative 

abundance, compared to the remainder of the coronal hole, and a bright feature can be 

seen in the same position in the Mg VI and Mg VII images (Figure 5.12). The Mg/Ne 

enhancement is typical of plumes observed in Skylab data, suggesting that this feature is 

a small plume, directed almost toward the observer (see later). 
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Figure 5.14: Averaged spectra of the selected regions (see Figure 5.13) of the GHBOPT2 
observation on August 27, 1996: (top) plume, (middle) coronal hole network, and (bottom) 
west boundary (quiet sun) network. Note the same intensity scale and the enhancements 
in the Mg VI and Mg VII lines in the plume. 

Figure 5.13 (right hand image) also shows some selected regions of the CHBOPT2 study: 

a small area centred on the base of the plume; a coronal hole region; and a nearby quiet 

sun region on the western boundary of the hole. Figure 5.14 shows averaged line profiles 

in a few selected lines, for these three regions. 

The enhancements in the Mg VI and Mg VII lines in the plume region are particularly 

evident, as compared, for example, with Ne VI and Mg IX. The most striking differences 

between the plume and the coronal hole are seen in the Mg IX / Mg VII blend at 368 

A. This indicates a different plasma temperature distribution at the base of the plume, 

with large emission measures at Mg VII temperatures, compared with the nearby regions. 
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The fact that Ne VI and Ne VII emissions in the plume are very similar to those in the 

coronal hole then suggests a variation of the Mg/Ne abundance. This is studied below 

with a DEM analysis. 

Coronal hole regions excluding the plume have also been selected and then subdivided into 

coronal hole cell centre and network in the usual way. Since the plume was partly visible 

in the NISAT_S5 field of view, it was possible to perform a DEM analysis based on all the 

NIS lines seen at the base of the plume. This is also presented below. Results based on 

the line intensities of the CHBOPT2 observation are presented in Del Zanna and Brornage 

(1999a). Table 5.4 shows the results for the plume and the coronal hole regions, as derived 

from the NISAT..S5 observation (together with the results of the quiet sun observation). 

The plume had an isothermal temperature T = 8x105  K, lower than the values found in 

the average coronal hole regions (T = 8.3— 9x10 5  K). The plume also had a higher value 

(1.04) for the [Mg VI 349.17 A/ Ne VI 562.8 A] ratio, as compared with the coronal hole 

values (c 0.4) and quiet sun values (0.54-0.75). 

This 'plume' feature shows all the characteristics of polar plumes seen on-disc with CDS, 

as shown in Chapter 6 of this thesis. These characteristics include: lower temperature 

than the ambient coronal hole region; visibility only in lines emitted in a restricted range 

of temperatures; and enhanced Mg/Ne relative abundance. All this evidence supports the 

hypothesis that this feature is indeed a low-latitude plume. This is the first identifi-

cation of a low-latitude coronal hole plume based on spectroscopic analysis. The 

results support the conclusions of previous authors (who based their conclusions on mor-

phological characteristics) that plumes exist in low-latitude coronal holes as well as in 

polar holes (e.g., Wang and Sheeley, 1995a). 

The spectra and DEM of the Elephant's Trunk coronal hole 

NISATS5 spectra were spatially averaged over the coronal hole regions, and subdivided 

into cell-centre areas and network in the usual manner. A DEM analysis was then per-

formed using all the measured NIS line intensities. (Figures D.1 and D.2 show as an 

example the full NIS averaged spectra for the network region). Note that even with long 

exposures (iSOs), the wider 4"slit, and spatial averaging, the signal is still quite low. All 

the high-temperature lines are either very weak or absent. 

For the DEM analyses on the network and cell-centre averaged spectra, a constant electron 

pressure of 2x10 14  cm 3  K has been assumed. Table 5.4 (below) shows the abundances 

that were obtained from these DEM analysis. The resulting DEM distributions are 

shown in Figures 5.15 and 5.16, and Table 5.3 lists some of the lines used for the DEM 
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and abundance analysis for the network region. Note from Table 5.3 how all lines are well 

represented, except for Mg V (only one is shown in Table). This confirms the problem 

with the Mg V already noted in this thesis, and also present in the SERTS-89 spectra. 

Note from Table 5.4 that the Ne abundance was slightly increased, compared to the 

photospheric value, but that on the other hand all the low-FIP elements had abundances 

slightly lower than photospheric (except Ca). Note from Figure 5.15 the very low emission 

measure values at high temperatures. The same figure shows the DEMj values of the 

same lines. These confirm the very low emission measures at the highest temperatures, 

and the validity of the adopted relative abundances (because of the small scatter of points). 

Table 5.3: A selection of lines of different ions, used for the DEM analysis of the coronal 

hole averaaed network reGion - 27th Auoust 1996. 
Ion A 1 j, 

(A) 
Aob 
(A) 

Transition lob 
l ob 

+1- Det log 

Tg 

log 

Tm ax 

Inc 

o II 538.32 538.3 2s22p3 'D3 1 2  - 2s2p4 2P3 13  18.7 1.11 0.16 N 2 4.83 4.87 0.39 • III 538.31 2s2p 3 P2 - 2s3s 35 4.96 0.32 • ill 538.147 2s2p 3 P, - 2s3s 3 S1 4.96 0.19 • III 599.597 599.7 2s22p2 'D2 - 2s2p3 'D2  55.5 1.03 0.11 N 2 5.03 5.06 • III 374.434 374.5 2s2 2p 2P312  - 2s2 3d 2 D3 12  5.0 0.95 0.76 N 1 5.08 5.09 0.34 • Ill 374.435 2s22p2 3 P2 - 2s22p3s 'P, 5.11 0.34 • III 374.33 2s22p2 3P 1  - 2s22p3s 'Po 5.11 0.28 • iv 554.513 554.6 2s2 2p 2P3 13  - 2s 2p2 2P3 12  171.7 0.94 0.10 N 2 5.28 5.27 

Ne IV 543.892 544.0 2s2 2p3 	3/2 - 2s 2p4 4 P5 13  10.0 0.95 0.16 N 2 5.30 5.27 

o v 629.73 629.9 2s2 'So - 2s.2p 'P, 391.5 0.98 0.10 N 2 5.39 5.39 

Ne V 572.331 572.4 2s22p2 3 P2 - 2s2p3 3 D3 9.8 1.17 0.15 N 2 5.49 5.47 0.86 

Ne V 572.098 2s22p2 3 P2 - 2s2p3 3 D2 5.47 0.14 

Mg V 353.092 353.1 2p4 'P2 - 2s.2p5 'P2 5.2 0.47 0.34 N 1 5.54 5.47 

Ne VI 562.803 562.9 2s2 2p 2P3 ,, 2  - 2s 2p2 2 D5 12  18.3 1.09 0.13 N 2 5.71 5.63 

Ne VI 558.594 558.7 2s2 2p 2P 1 ,, 2  - 2s 2p2 2 D3 1 2  12.1 1.00 0.13 N 2 5.73 5.63 0.85 

Ne VII 558.609 2s2p 'P, - 2p2 3 P2 5.72 0.15 

Mg VI 349.168 349.1 2s2.2p3 2 D5 12  - 2s.2p4 2 D5 12  6.6 1.10 0.98 N 1 5.81 5.65 0.51 

Mg Vi 349.137 2s2.2p3 2 D3 12  - 2s.2p4 2 D3 ,2  5.65 0.41 

Ne vu 561.728 561.8 2s2p 31`2 - 2p2 3P2  5.1 1.01 0.18 N 2 5.83 5.72 

Mg VII 367.674 367.7 2s22p2 3 P2 - 2s2p3 3 P2 18.2 1.14 0.52 N 1 5.88 5.81 0.76 

Mg VII 367.683 2s22p2 'P2 - 2s2p3 3P 1  5.81 0.23 

Mg VII 365.234 365.2 2s22p2 'P, - 2s2p3 'P2 12.5 1.00 0.57 N 1 5.88 5.81 0.37 

Mg VII 365.176 2s22p2 'P, - 2s2p3 'P0 5.81 0.35 

Mg VII 365.243 2s22p2 'P, - 2s2p3 'P, 5.81 0.27 

Ca X 557.765 557.9 3s 2S112 - 3p 2 P3 13  4.7 0.95 0.18 N 2 5.90 5.82 

Mg VIII 339.006 339.0 2p 2P,1 2  - 2s.2p2 2 S,,2  10.1 1.05 0.75 N 1 5.92 5.92 

Mg IX 368.07 368.1 2s2 'So - 2s.2p 'F, 76.6 0.92 0.14 N 1 5.96 5.98 

Si IX 349.873 349.9 2s22p2 3 P2 - 2s2p3 'D, 8.2 1.25 0.93 N 1 5.98 6.02 0.81 
Si IX 349.794 2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.19 

Fe X 345.723 345.7 3s2.3p5 2P3 ,2  - 3s.3p6 2 5,12 8.4 0.93 0.83 N 1 5.99 6.04 

Si IX 341.949 342.0 2s22p2 3 P0 - 2s2p3 'D, 6.4 0.99 0.90 N 1 5.99 6.04 
Mg X 624.941 625.0 1s2.(ls).2s 2 s,,2 - 1s2.(ls).2p 2 P,12  7.3 1.52 0.25 N 2 6.02 6.04 
Fe XI 369.153 369.3 3s2.3p4 'P, - 3s.3p5 3 P2 2.0 1.06 0.96 N 1 6.05 6.11 
Al X 332.789 332.8 2s2 'So - 2s.2p 1 P 1  8.5 0.75 0.68 N 1 6.05 6.09 
Fe XI 352.662 352.7 3s2.3p4 'P2 - 3s.3p5 3 P2 7.2 0.96 0.87 N 1 6.05 6.11 
Fe XII 364.467 364.5 3s2.3p3 	- 3s.3p4 4P5 12  6.9 0.67 0.60 N 1 6.11 6.16 
Fe XII 346.852 347.0 3s2.3p3 4 S3/2 - 3s.3p4 4 P,12  2.4 0.69 0.62 N 1 6.11 6.16 
Fe Xlii 348.183 348.1 3s2 3p2 3 P0 - 3s 3p3 'D, 2.8 1.10 1.00 N 1 6.16 6.20 
Fe XVI 360.761 360.6 3s 251/2 - 3p 2 P 1 ,, 2  1.7 0.76 10.69 N 1 6.38 6.34 

The cell-centre DEM distribution (Figure 5.16) also shows very low emission measures. 
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The coronal hole emission measures are directly compared in Figure 5.21, and discussed 

below. 

The DEM of the low-latitude plume 

A spatially averaged NISAT_S5 spectrum of a small region at the base of the plume was 

obtained and used for a DEM analysis. The results are shown in Figure 5.17 and in 

Table 5.4, where the adopted relative abundances can be found. The same set of spectral 

lines was used. A constant electron pressure of 2x10 14  cm 3  K was assumed for the 

calculation of the contribution functions. As in the previous cases, the relative 0/Ne 

abundance is constrained by 0 IV and Ne IV lines. This time, the 0/Ne abundance has 

photospheric values. Mg VI/Ne VI and Mg Vu/Ne VII lines were used to constrain the 

Mg/Ne abundance, and consequently also all the other low-FIP elements. A small FIP 

bias effect was found 

This plume showed an almost isothermal distribution at coronal heights, with a peak in 

the DEM at T = 7.7 105  K, close to the isothermal temperatures deduced from line ratios. 

The largest emission measures are thus at upper transition region temperatures (Mg VII, 

Ca X, Mg VIII), which explains why plumes are most clearly seen in lines emitted at 

those temperatures. A direct comparison with the other DEM distributions is presented 

in Figure 5.21, and discussed below. 

The GIS E-W scan across the hole: abundance variations 

Figure 5.18 shows the intensities of twenty lines from the GuS E-W scan across the hole. 

The intensities of the lower transition region lines (upper row) delineate the network 

and cell centre areas, and these tend to be less evident in the lines emitted at higher 

temperatures (lower rows). The low intensities inside the coronal hole are particularly 

evident for the hottest lines. While the eastward (left) part of this scan was in quiet sun, 

the westward (right hand end) is still partly in the coronal hole. 

The thermal distribution inside the hole is different from that of the quiet sun, with 

intensities of the hottest lines being more depressed than those of the cooler ones (Fe 

XII/Fe X; Fe X/Fe IX), indicating much lower emission measures of the hotter lines inside 

the hole. The ratios of lines emitted by ions of different elements, but that have similar 

contribution functions, give an indication of possible abundance variations, as already 

discussed. GIS can detect many more lines useful for element abundance studies than can 

NIS.. Some examples are shown here in Figure 5.19. While some of the elements show 

constant relative abundance, (e.g. Mg and Si), others show large variations that follow 
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Figure 5.18: Intensities of twenty lines from the GIS E-W scan across the hole - 1996 
August 27. 

the cell centre network pattern. Note for example the Mg VI/ Ne VI ratio variations. An 

inspection of other such combinations suggests that the Mg/Ne variations are principally 

due to a decreased Ne abundance in the cell centres, which appears to occur relative to 

both low-FIP elements (Mg, Fe, Ca) and high-FIP ones (0). This has been confirmed 

by other GIS analyses. However, a more complete analysis is still required, taking into 

account possible density and DEM variations. 

An example of coronal hole GIS spectra 

Figures D.3, D.4, D.5, D.6 show the GIS spectra of a network region (Solar X =67", see 

Figure 5.19) in the coronal hole. Note that, even with a long exposure (400s) and the use 

of the wide slit (4"x4"), the signal in most of the lines is very weak. A DEM analysis 

was performed, which confirmed the relative abundances derived from the NIS spectra, in 

particular concerning the Mg/Ne relative abundance ratio, using the bright group of Ne 

VI and Mg VI lines seen in GIS 3 = 401 A. The relative Mg/Ne abundance ratio for the 

coronal hole network has a lower value (0.19) than the photospheric one (0.3). This DEM 
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Figure 5.20: Temperatures across the hole, derived from GIS lines - 1996 August 27. 

analysis also confirmed the mismatch between observations and theory regarding the Ne 

VIII and C IV lines of the Li-like isoelectronic sequence. These spectra show many lines 

from low-temperature ions, such as Fe VIII, some of which have been indicated. 

5.2.4 Intercomparison and summary of the near-disc-centre results 

This section summarises densities, temperatures and abundances derived from various 

observed structures. The main results are given in Table 5.4 and Figure 5.21. The latter 

reproduces on one plot the DEM distributions already presented separately in the previous 

section. 

• As one would expect, the DEM values in the lower transition region are similar for 

the coronal hole and quiet sun network regions, and the plume. Indeed, coronal holes 

and plumes are indistinguishable from the quiet sun regions in the lower transition 

region lines. Similarly, the transition region emission measures for the coronal hole 

cell centres are similar to those of the quiet sun region cell centres. 

• The network regions had much larger DEM values than to the cell-centre regions. 

This is not a new result: it confirms the conclusion of the results from Skylab data, 

for example. 
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• The peaks of the emission measure distributions are at increasing temperatures for 

the plume (T 7.7. 10), coronal hole (T 8 io) and quiet sun (T 1.1 106 ) 

areas examined. The plume has the highest emission measures at the peak of the 

DEM, at upper transition region temperatures (Mg VII, Ca X), which explains why 

plumes are most visible in lines emitted at those temperatures. 

• The plume had an almost isothermal distribution at coronal heights, while the DEM 

distributions of the coronal hole and the quiet sun are increasingly less isothermal. 

This explains why different line ratios produce increasingly different isothermal tem-

peratures. (Note for example the values derived from the Mg Vil-Vill-IX ratios). 

• The very low emission measures at temperatures above 106  K indicate that in August 

1996, during solar minimum, the Sun was very quiet in such areas, with little high-

temperature emission. 

• The peak of the DEM derived from the Skylab coronal hole data (Figure 2.12, 

Chapter 2) is at a higher temperature than that for of the Elephant's Trunk. How-

ever, it was not possible from the Skylab data to derive with accuracy the DEM 

values at higher temperatures, something that has been possible with CDS. 

• The different regions show different element abundances. The abundances derived 

from the Skylab cell-centre data are not too different from those derived for the 

Elephant's Trunk. For Skylab, the Ne abundance was increased by a factor of 0.2 

dex compared to 0, whilst here it is increased by 0.1 dex. The relative Mg/Ne 

abundance was difficult to assess from the Skylab data, due to the paucity of un-

blended lines. Here, the Ne/O relative abundance shows small variations, as does 

also the Mg/Ne relative one, although the average is the photospheric value. The 

low-FIP elements such as Mg are always in agreement among themselves, confirming 

the presence of a (small) FIP bias effect in these observations. Furthermore, evidence 

has been found in all the observations analysed, of a variation of the Ne abundance 

that follows the network pattern. 

The relative Mg/Ne abundance for the plume had a value of about 0.5, higher (by a 

factor of 1.6) than the photospheric one. This plume therefore showed a small FIP 

effect. Note that when compared to the ambient coronal hole regions, the Mg/Ne 

relative abundance in the plume is 2.5 higher. 

• The density inside the coronal hole region, both at coronal (Si IX) and transition 

region (0 IV) heights is about a factor of 2 lower than in the quiet sun. 

• There are indications that the transition region densities are higher in the cell-centre 

areas. This is confirmed by other observations, presented in later Sections. 

248 



q) 	
t
 

0
 

a
 

o 

-a 

- 

0
) 

-c
 ) 

0
) 

0
) 'S

 
-
 
H

 

:
- - 

o 
-I-a 

t-
. 	

- 0
) 

0
 -

C
 

-I-a
 

o
 

L
 

-o
 

0
 

0
) 

-C
 

o
0

tz  

re 

1 
a

 °
 

' 
C

) 

C
) 

0
) 

0
) 

0
) 

a 
-•0

 

L
C

 	
0
) 

C
) - 

	

0
)
 
0
 
C

l 
1
0
 1

0
 

IC
 1

0
 II 	

1
0

 '0
 	

'0
 

e
q
 	

-
 

e
q
 

C'-1  e
q
 

c
-I 

0
 

L
 

0
 
0
 
0
 
0
 
0
 
0
 
0
 
0
 
0
 
0
 
0
 

q
 2

 d
 6

 6
 6

 6
 

-H
-H

 

.=
 
9

-
H

-
H

-
i
-
H

-
H

 
C

) 

o
 

-
 
0

0
0

0
0

0
0

0
0

0
0

6
0

.
 
.
6

6
6

6
6

 
• 

1
+

 
a) 

'O
 
d

6
d

6
-
H

-
0

0
0

0
 

	

-H
4

-l-H
9

--H
 -H

 - 
 H

 -H
 	

°
"
 

	

L
o

r
-
c
 	

d
c
's

 
8

0
  

0
0

)
1

0
1

0
1

0
1

0
 

1
0
)
0
1
0
1
0
1
0
)
0
 

 
1 
-
 
0

0
0

0
0

0
0

0
0

0
0

6
 
°
 
2

 
6

6
6

6
6

 
10 

0
 
0

 
-
 

•a
a. 
Z

 
°

1
-H

1
-H

-H
 

6
c
 

V
.
 	

0
0
)
1
0
1
0
1
0
1
0
1
1
1
1
1
1
1
0
)
0
1
0
 	

0
,
1

!
.
I

tC
) 

I-a 
o 
0
 
-
-
-
-
-
-
-
-

-
 
-
 
-
 

+
0
0
+

1
1
1

+
 

-H
 -H

 
6
6
6
d
6

o 

p 

	

1
1
-H

-H
 	

C
i 

0) 	
- 	

-
 
-
 
-
 

o
 	

-
 

0
)
 0

 0
1
 

1
0

 1
0

 1
0

 
1

0
1

1
1

1
1

1
1

0
1

0
1

0
 

c
-I 

0
1
 
0
)
 
0
 
t
'1

 
e
q

 e
q

 
iE

 
C

 
0
0
0
0
0
0
0
0
0
0
0
 
t
I
t
)
 

6
6
6
6
 

C
i 

-
 
0
 
-
 
-
 
-
 
-
 
-
 
-
 
-
 
-
 
-
 
-
 
-
 

	

-H
-H

-H
1

1
-H

 	
9

t
 

-H
_

N
-0

,
e
o
0
0
.c

  
-
 

6
 

eq
 

e
q

O
In

 
1

1
0

0
 

a
n
t- 

	

1z. 	
o
Z

Z
 

0
.
0
.
I
0
 

-<
t
-
t
-
 - 

In
c
-
c
-
0
0
 

c-I CC) 

bO 
bO

 
b
O

X
 >

<
 a

>
  

.  k
 

 

2
4

9
 



Chapter 6 

Results for polar coronal holes and 
polar plumes 

This Chapter is organized as follows. First, Section 6.1 presents examples of on-disc ob-

servations of polar holes, to show the similarities between the Elephant's Trunk equatorial 

coronal hole and the polar holes. Examples of off-limb coronal hole observations can then 

be found in Section 6.2, where plume and inter-plume regions are treated separatedly, in 

order to establish the contribution of plume material in the determination of the coro-

nal hole plasma parameters. Examples of how off-limb coronal hole observations can be 

affected by background diffuse emission, are also given in Section 6.2. Section 6.3 then 

presents results from two on-disc observations of polar plumes, and shows the similarities 

with the Elephant's Trunk low-latitude plume presented in Chapter 5, with a CDS-EIT 

comparison. 

As for the results presented in Chapter 5, the Arnaud and Rothenflug (1985) ioniza-

tion equilibrium for all the ions has been adopted, together with the calculations of 

Landini and Monsignori Fossi (1991) for the minor elements. CHIANTI v.2 (Landi et al., 

1999b), together with the recent Fe XIV calculations (Storey et at, 1999) and Mg IX calcu-

lations (P. Young, 1999, priv. comm.) have been used. For those ions that are not present 

in the CHIANTI database, the Arcetri spectral code (AC, see, e.g. Landi and Landini, 

1998a) was used. The continuum emission has been calculated by the method described 

in Landi et at. (1999b). 

6.1 On-disc observations of poiar holes 

All the polar coronal hole observations analysed by the author have shown the same 

type of characteristics as the equatorial hole (Elephant's trunk), although some spatial 

and temporal variations of all the parameters have been observed. An example of an 
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Si XII 520.7 A 
	

I = 6.3 

observation containing various structures is given here. 

The October 10th 1997 observations of a polar coronal hole region, with a 
plume, quiet sun, and a bright point 

Figure 6.1: Monochromatic images - 10th October 1997. 

On 1997 October 10, a NW region of the solar corona was rastered three times with NIS 

(in 2 hours). The spectra have been averaged, to increase the signal-to-noise (temporal 

variations were small). Figure 6.1 shows some monochromatic images. This area contains 

• quiet sun region in the lower part, a bright polar plume (visible in Mg VI-IX lines) and 

• bright point (visible in all lines). This observation is typical of those made in 1997. The 

main difference compared to the 1996 observations, was an increased diffuse emission in 

all the higher-temperature (above a million degrees) lines, even apparent in coronal hole 
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regions. 

Intensity ratio images were formed and are shown in Figure 6.2. They show temperatures 

and densities (at both coronal and transition region heights). 

Densities and temperatures have been derived from spatially-averaged spectra of various 

areas (Figure 6.3). The results are presented in Table 6.1. The coronal hole and quiet 

sun temperatures and densities are similar to the values deduced from the August 1996 

observations. Note from Figure 6.2 and Table 6.1: 

• a decrease in the density inside the coronal hole region, both at coronal (Si TX) 

and transition region (0 IV) heights. At coronal heights, densities decrease from 

4x108  cm 3  to Ne 	2x108  cm 3 , in the coronal holes, i.e. a factor of two 

lower. 

• In the lower transition region (0 IV), the averaged coronal hole density is N 

1xlO10  cm 3  in the network, with consistently higher values (by a factor of 2) in the 

cell-centre areas. In the quiet sun areas, the densities in the network and cell-centre 

regions are both a factor of 2 higher than in the coronal hole region. 

• Isothermal temperature maps show coronal holes having lower temperatures than 

quiet sun areas. Values in the quiet sun are T 9-11 x105  K, while values in the 

coronal hole region are in the range T = 8.4-8.9 x10 5  K. 

The bright point shows a higher coronal density N 	6x105  cm 3  (with even higher 

values from Fe XIII) and similar temperatures to the quiet sun. 

• The plume is not visible in Si IX and the data yield average densities similar to the 

coronal hole, but marked lower temperature. At upper transition region heights, 

the Mg VII intensity is very high, and it is possible to deduce a plume density 

= 1.1 ± 0.2x109  cm 3  with small uncertainties. 

• The plume had even lower temperatures than the ambient coronal hole regions, with 

T 7.9 x10 5  K. 

Figure 6.4 shows a coronal 'pressure' image, created by multiplying the densities obtained 

from the intensity ratio image of Si IX, with the temperatures obtained from the Mg 

X/Mg IX intensity ratio. The difference between coronal hole regions and the quiet sun 

is obviously highlighted. Similarly, pressure maps in the transition region, show the large 

differences in pressure between the various regions. 

252 



900 

900 

850 

800 

750 

700 

165 

750 

700 

287 	 410 	 165 	 287 
Solar X 	 Solar X 

5.9 	5.95 	6.0 	 5.9 	 5.95 
4 1(K) 	 logT[l<] 

Figure 6.2: Intensity ratio images - October 10th 1997. 
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Figure 6.3: Selected areas: plume (PL); inter-plume (IF); coronal hole (CH); quiet sun 
(QS); bright point (BP). - October 10th 1997. 
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Figure 6.4: A pressure image - October 10th 1997. 
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Figure 6.5: Averaged spectra of the network coronal hole region - October 10th 1997. Note 
how high-temperature lines such as Fe XIII and Si XII are now bright, compared to the 
1996 observations of the Elephant's Trunk (see, e.g., Figure 5.9). 
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Observations of the quiet sun - coronal hole boundary 

During 1996 and 1997, many observations of quiet sun - coronal hole boundaries were 

performed, mainly near the meridian on some equatorward extensions of one of the polar 

holes. In general terms, all observations produced the same type of result for this boundary 

that has already been described for the Elephant's Trunk. The boundary is evident in the 

He lines and in the coronal lines, and in terms of physical parameters is not sharp, but 

shows a slow decrease of electron density and temperature toward the coronal hole regions, 

where the pressure is lower. Small-scale inhomogeneities in all the derived parameters have 

been observed. 

The relative element abundances appear to vary slightly, with values similar to the photo-

spheric ones. There is a tendency to have a small FIP effect related to the supergranular 

pattern, with a difference between the coronal hole and the quiet sun regions, although as 

already shown some of these differences can be explained in terms of differential emission 

measure variations. DEM analyses on the polar regions have been done, but they have 

the drawback of suffering from some projection effects and the derived element abundances 

may not be correct. The near-disc-centre observations are to be preferred for DEM and 

abundance analysis. In fact, in the polar observations, if regions in the network are se-

lected from the intensity of a transition region line, then the corresponding area at coronal 

heights might have some mixing of plasma that instead originated from nearby cell-centre 

regions, close to the line of sight. However, the observed abundance variations have been 

seen in all the NIS rasters analysed, independent of the angle of the line of sight to the 

radial direction. 

Figure 6.7 shows as an example a series of monochromatic images of a coronal hole 

boundary observed on 1997 October 14. Six repetitions of the NIS full wavelength raster 

UCLANJ'42 have been analysed and averaged, to increase the signal-to-noise. The bound-

ary is evident in the He and coronal lines. 

Figure 6.8 shows some intensity ratio images, illustrating the decrease in density and 

temperature, and possible element abundance variations, in the region of the coronal hole 

boundary. 
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6.2 Off-limb observations of poiar holes and plumes 

The off-limb coronal hole observations of the 12th of September 1997 

On 1997 October 12 between 16:01 and 18:28 UT, CDS observed the north polar hole 

with the COR024W study, as part of a synoptic program devised by A. Fludra. The 

COR024W study extracts only a limited number of lines. Figure 6.9 displays a mosaic of 

monochromatic images of the observed region. These show the presence of two plumes, one 

on each side of the meridian, most visible in the upper transition region lines (excluding 

the Ne lines). 

Prior to these studies, six repetitions of the NISAT..S5 study, starting at 08:55 UT, were 

performed (see Figure 4.9). This observation represents the longest off-limb inter-plume 

observation by CDS, since it lasted for almost 7 hours. An analysis of the single obser-

vations showed very little variations in time. The six observations were therefore sub-

sequently averaged, to increase the signal-to-noise. Furthermore, an inter-plume area of 

24"in Solar X (centred at Solar X = -7) was selected for the average, to produce radial 

profiles. This averaging along Solar Y, using increasing spatial areas with radial distance, 

was also applied to the spectra before fitting and deriving the line intensities. Figure 6.11 

(top four rows) shows intensity profiles of some selected lines. With all the averaging per-

formed, the signal was of acceptable strength for most lines. Two areas in the COR024W 

study were selected for comparisons (these are shown in Figure 6.10): 1) the brightest 

plume region; and 2) an inter-plume region eastward of the eastern plume. Figure 6.11 

also shows the radial profiles of the intensities of some lines in the plume region. Note 

how the chromospheric and transition region intensities rapidly fall off-limb, showing how 

little stray light was present, and how lines that are formed at different temperatures have 

different profiles. 

Figures 6.12 and 6.13 (upper plots) present densities and isothermal temperatures as 

derived from some of the line ratios where the signal was acceptable. These results extend 

out to R= 1.2 Flo  those presented by Fludra et al. (1999a) and (1999b), that in the coronal 

hole regions extended out to 1.1 R®, and moreover distinguish between plume and inter-

plume regions. Note that: 

• very low values of N0  5x107  cm 3  are reached at 1.2 Rg; and 

• the densities derived from Si IX are slightly higher (at lower heights) than those 

derived from Mg VIII. This difference could be the signature of the photoionization 

processes that have been neglected in calculating the densities (see discussion in 

Chapter 2). However, Si X densities in the same region are even higher. 
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The differences in the derived densities could be real, and not due to having neglected 

photoionization in the level population calculations. In fact, the plasma that emits these 

ions is not co-spatial. Indeed, evidence from deriving temperatures from line ratios suggest 

that the plasma is not isothermal, as Figure 6.13 shows. While temperatures from the Mg 

X / Mg IX ratio show increasing values between T = 8x10 5  K and T 9x10 5  K, other 

ratios show different values, except for the Mg IX / Mg VII ratio near the base of the 

plume. Using ratios of higher-temperature ions, such as Si XII / Si XI and Fe XIII /Fe 

XII, the temperature appears to rapidly increase just off-limb, and then decrease. This is 

due to some diffuse background emission at temperatures above a million degrees, which 

is present along the line of sight , as shown with a DEM analysis below. 

A rectangular area across the plumes was selected between 1.04 and 1.06 Re, and spectra 

were averaged along the Solar Y direction. Figure 6.14 shows some of the intensity profiles 

across the plumes, together with densities and temperatures. The higher-temperature 

lines (e.g. Fe XIII, Fe XVI) show the presence of diffuse hot plasma in the background, 

in particular in the western side of the observations. The transition region lines (Mg VII, 

Ca X in particular) show the profiles of the two plumes. Note how these profiles are 

different in all the lines examined, and how complex the emission is. Densities derived 

from Si IX show slightly higher values in the plume regions, while temperatures derived 

from Mg IX/Mg VII indicate lower values (T 8.5x105  K) in the region of the brightest 

plume. The temperature as derived from Mg X/Mg IX agrees only in this plume region, 

indicating isothermal plasma. In Figure 6.13 (bottom) it can be seen that the plume is 

only strictly isothermal between 1.02 and 1.06 Re. Temperatures derived from Fe XII/Fe 

X are higher, again because most of the Fe XII emission is not from the plume, but from 

the background and foreground regions. 

A more complete analysis in which the plume and background emission are separated 

is deferred for future work, but a DEM analysis on an off-limb inter-plume region is 

presented here, because it helps to assess the contamination from hot plasma in the coronal 

hole region. This region is indicated in Figure 6.10. It is far from the region where there 

is obvious contamination from hot plasma (see again Figure 6.14). 

A constant density N e  = 1x108  cm 3  was assumed, with the Arnaud and Rothenflug 

(1985) ionization equilibrium, photospheric abundances, and CHIANTI v.2 data. Fig-

ure 6.15 shows the result. The peak of the DEM is at T = 9.5x10 5  K, a value close 

to that derived from the Mg IX/Mg VII ratio (Figure 6.13, middle and Figure 6.14, bot-

tom). However, the plasma distribution along the line of sight is evidently not isothermal, 

due to the high-temperature plasma in the background that produces significant emission 

measures above a million degrees. 
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Figure 6.9: Some off-limb monochromatic images from the C0R024 W study - 12th Oc-
tober 1997. 
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I 

- 

Figure 6.10: Some selected areas - 12th October 1997. Left: a long, narrow inter-plume 
area for off-limb radial profiles, and a small area within it for a DEM analysis. Right: 
a plume area. The full-wavelengths NISAT spectra were centred on the meridian, in the 
inter-plume region in the middle of the figure (see also Figure 4.9). 

In conclusion, the observations of 1997 October 12 illustrate the difficulties in dealing with 

off-limb coronal hole observations. Even with long exposures, the signal in coronal holes 

is low, and errors in the derivation of the parameters can be substantial. Contamination 

from background emission may be present (in this case in the form of diffuse background 

emission from hot plasma), even in regions that at first sight seem unaffected. This 

contamination probably affects all temperature estimates based on lines that are emitted 

at T > 106  K. The plasma distribution along the line of sight is not isothermal in most of 

the regions, except near the base of the plumes. 

The off-limb observations of 1998 February 9 

Other observations of plume and inter-plume regions off-limb were analysed, and showed a 

variety of results (that are not presented here), but which confirm that in general plumes 

are quasi-isothermal structures, having temperatures slightly lower than the surrounding 

coronal hole region. For example, a DEM analysis of an off-limb observation of the 9th 

February 1998 was performed over a plume region just 40"off-limb and a nearby inter-

plume region, at the same height from the limb. The plume showed an almost isothermal 

DEM distribution, with a peak temperature T = 8.1x105  K, while the adjacent region 

had a DEM with a peak at T = 8.5x10 5  K. In this observation the amount of quiet sun 
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Figure 6.11: The off-limb inter-plume (from NISAT.35, upper 4 rows) and plume intensi-
ties (from CORO24W, below) - 12th October 1991. 
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Figure 6.13: The off-limb inter-plume (from NISALS5, top, and from C011024 W, mid-
dle) and plume (from G0R024 W, bottom) temperatures, derived from various line ratios, 
assuming ionization equilibrium - 12th October 1997. 
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Figure 6.14: Some intensity profiles across the plumes, at 1.05 ® (above), with averaged 
densities and temperatures (below) - 12th October 1997. 
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Figure 6.15: The off-limb inter-plume DEM - 12th October 1997. Note the high-
temperature tail, that is constrained up to log T r'  6.5 by the presence of high-temperature 
lines. 

material along the line of sight was low. 

The GIS cross 

Here some results from the off-limb GIS cross study of the 27th March 1997 are presented. 

The observations were performed over the south pole. The N-S scan observed a bright 

plume that was visible on the meridian (see Figure 4.10), from just inside the limb out to 

1.1 R, while the off-limb E-W scan created a series of spectra across the plume, (Solar 

X = -60 : + 60), at a distance = 1.08 R®. The plume lasted for the whole period of the 

GIS observation (almost 7 hours). The N-S scan was performed on the meridian (Solar X 

= 0), along the eastern edge of the plume. 

Figure 6.16 shows the intensity profiles of some lines in the N-S off-limb observation, with 

averaged densities and temperatures derived from different line ratios. Note that the Fe X 

densities are in agreement with those derived from Mg VIII, off-limb, and that this plume 

had relatively high densities at the limb, and values N c 1x10 8  cm 3  at 1.1 Re. The 

temperatures derived from Fe ions are all consistent, showing this plume to be isothermal, 

and having slightly increasing temperatures ranging from T = 9x105  K near the limb, to 

T 1.05x106  K at 1.1 Rg . This plume was therefore not only a very bright plume, but 

also a 'hot' one. A direct measurement of the electron temperature was attempted, using 
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the Mg IX 368/706 A ratio, but the values have a large scatter, due to the low signal 

and the fct that the Mg IX 368 A was strongly ghosting. No conclusive results could be 

obtained. 

Figure 6.17 shows the intensity profiles of some lines in the E-W observation, with densities 

and temperatures as derived from different line ratios. Note how the plume is still visible at 

that distance, in all the lines (except at high-temperature), and is centred around Solar X = 

20", about 40"wide. The densities derived from Mg VIII do not show appreciable variation 

across the plume, while those derived from Fe X show an increase. Interestingly, the 

temperatures derived from the Fe ions only show a very small decrease in the temperature, 

where the plume was, showing that at that distance the plume was isothermal with the 

inter-plume region (with T = 1.03x106  K). 
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Figure 6.16: The GIS N-S off-limb scan along a plume - 27th March 1997.  Some intensity 
profiles (above), averaged densities and temperatures derived from different line ratios 
(below). 
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Figure 6.17: The GIS E-W off-limb scan across a plume, at 11 	1.08 R® — 27th March 
1997. Some intensity profiles (above), averaged densities and temperatures derived from 
different line ratios (below). 
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6.3 Polar plumes observed on-disc 

Observations of two polar plumes seen on the disc are presented here and compared to 

nearby coronal hole regions and to the observations of the low-latitude plume described 

in Chapter 5. The two polar plumes were seen on the 23rd August 1996 and on the 

11th of October 1997. These plumes were stable structures lasting for several days in the 

north polar coronal hole. A Joint Operation Programme (JOP # 42) was organised by 

C. Deforest to observe the first plume. During this programme, all SOHO instruments 

carried simultaneous observations. The CDS observations have been planned, executed 

and analysed by the author. The analysis of a time sequence of CDS large-field-of-view 

observations of this plume has shown that this feature was stable during the whole ob-

serving period (few hours). The second plume, is the one already mentioned and observed 

on October 10 1997. 

The two plumes discussed here are considered to be typical faint plumes as observed by 

CDS during the minimum of the solar cycle. They were found to have the same main 

characteristics as the equatorial plume (i.e. lower temperature, increased Mg/Ne and 

0/Ne intensities, visibility in only a few lines emitted over a limited temperature range) 

thus confirming the identification of the low-latitude feature as a plume. However, an 

analysis of CDS observations of many plumes has revealed that some do show different 

characteristics, for example some plumes had compact EUV enhancements at their base, 

and were very hot and dense (see Bromage et al., 1997b, and Young, 1999). 

Plumes seen on the disc were chosen, because in this case it is possible to distinguish them 

from the coronal hole regions and see their base. In coronal hole off-limb observations, it 

is in fact more difficult to exclude the possibility that there might be some plume material 

(from plumes rooted on the far side of the Sun) contaminating the 'true' coronal hole 

regions, thus affecting measurements of densities and temperatures. In addition, there 

might be more than one plume along the line of sight. 

The principal aims of the rest of this Chapter are: to describe how plumes can be recognised 

from their appearance in CDS spectra; to apply spectroscopic diagnostic techniques to 

CDS observations in order to characterise plumes in terms of densities, temperatures 

and element abundances; to point to the complexity of the interpretation of such data, in 

particular when element abundances are deduced; and to clarify some observational points, 

in particular showing how plumes appear in EIT images. No attempt is made to study 

the evolution of plumes, where imaging instruments such as EIT are more appropriate. 

In the EUV, plumes are known to be visible only in emission lines that form over a 

narrow range of temperatures (e.g., Widing and Feldman, 1992), with emission almost 
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absent from ions that form at temperatures above a million degree. It has been therefore 

quite surprising to see plumes with the SOHO EIT 195 A filter, where the emission is 

generally assumed to be due to Fe XII, which has an ionization equilibrium temperature 

c 1.6 . 106 . Nevertheless, DeForest et al. (1997) use EIT 195 A and 171 A images 

to estimate plume temperatures. In order to check the validity of this broad-band filter 

ratio estimate, a comparison between EIT and CDS observations of one polar plume is 

presented in Section 6.3.3 below. 

6.3.1 Results for a polar plume observed on 1996 August 23 
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Figure 6.18: Monochromatic images of the NIS observation - 23rd August 1996. The 
plume is seen best in Mg VII and Mg IX, with its base near the centre of the mster and 
the 'plume' extending up to the limb (and above). 

Fig. 6.18 shows monochromatic images of the region rastered by the NIS on 1996 August 
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23. This plume presents the typical characteristics of plumes as observed by CDS. The 

peak of the emission in the plume is in the upper transition region lines Mg VII, and Mg 

IX. The plume is not visible in the high-FIP Ne lines, nor in the high-temperature (e.g. 

Fe XII) lines. The cooler lines (He I1,Ne IV) show the cell centre - network pattern. 

Figure 6.19: Ratio images of the NIS observation - 23rd August 1996, showing density 
ratios (Si IX); temperature ratio (Mg X/ Mg IX); and 0/Ne, Mg/Ne line ratios, indicating 
relative abundances. Selected areas are over-plotted. The plume area is a small region 
(within the long thin area) indicated by four '+' characters. 

Since the plume was aligned at an angle to the line of sight, the peak of the emission 

appears at different spatial locations, when lines emitted at different temperatures are 

examined. Strictly speaking, only the emission of lines of similar temperatures comes 

from the same region along the line of sight. 

Intensity ratios of lines can give some indications of variations of density, temperature 

and abundances across the plume. Figure 6.19 shows some intensity ratio images, which 

indicate that the plume area has lower temperature, and at the base has increased Mg/Ne 

and 0/Ne intensities (with values similar to those of the low-latitude plume, discussed in 

Chapter 5. 

In order to increase the S/N, averaged spectra of three regions, shown in Figure 6.19, have 

been extracted: a profile along the plume, in the N-S direction; a region at the base of the 

plume; and a coronal hole region to the SW of the plume. 
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Figure 6.20: Intensities of a selection of NIS lines along the N-S direction, with corre-
sponding intensity ratios - 23rd August 1996. 
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Figure 6.20 shows the profiles of the intensities and the ratio of intensities of some selected 

lines from the N-S scan, from which it appears clear that the base of the plume (situated 

around Solar Y=850) is close to a network junction (where SOFIO/MDI magnetograms 

show a concentration of unipolar flux). Note that lines emitted at higher temperatures 

have a peak emission shifted toward the North, due to the tilt effect, so it is difficult to 

locate the base of the plume precisely relative to the network revealed in cooler lines. 

The 0/Ne and Mg/Ne ratios clearly show the presence of the plume base at Solar Y=850, 

and also indicate a possible second plume in the line of sight at Solar Y=890. These ratios 

also indicate that it is probably the Ne abundance that is varying. Indeed, a preliminary 

DEM analysis of this plume region has confirmed that the Ne/0 abundance has a value 

lower than photospheric, by a 0.2 dex. 
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Figure 6.21: Isothermal temperatures along the N-S scan - 23rd August 1996. Note that 
the plume lies along this scan, above about 825 "(solar Y). This is the region where the 
temperature profiles become coincident, indicating isothermal plasma. 

Figure 6.21 shows isothermal temperatures derived from different ratios. Note that the 

three different line ratios produce different temperatures in the coronal hole region, while 

in the plume region they are in close agreement, another strong indication of plumes being 

quasi-isothermal. 

Table 6.2 shows the values of the parameters deduced from the averaged spectra of the 
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Table 6.2: Table of parameters deduced from the 23rd August 1996 averaged spectra of 
the selected regions. 

plume base Coronal hole 

Ne (0 IV 625.8/608.4 A) 7.5±4 109  7.1±1 109  

Ne (Mg VIII 315.0/317.0 A) 1.2±0.8 108  0.6±0.4 108 

N. (Mg VIII 315.0/313.7 A) 0.8±0.5 108  0.7±0.4  108 

N. (Si IX 349.9/341.9 A) 1.3±0.8 108  0.5±0.5  108 

N. (Si IX 349.9/345.1 A) 0.9±0.8 108  0.2±0.2 108  
T (Mg X 624.9 A, Mg IX 368 A) 8.1±0.2 105  8.9±0.2 105 

T (Mg IX 368 A/ Mg VIII 315.0 A) 8.0±0.1 105 8.2±0.3 105  
T. (Mg IX 368 A 	Mg VII 367.7 A) 7.8±0.1 105  7.9±0.8 105  
I([O IV 608.4 Af Ne IV 542.1 Al) 7.4±0.9 4.5±0.2 
I([Mg VI 349.17 A/ Ne VI 562.8 A] 

) 
1.1±0.1 0.4±0.1 

I([Mg VII 367.67 A/ Ne VII 561.7 A] 
) 

7.1±1 4.1±3 

plume base and the nearby coronal hole region. Although the results have relatively large 

errors, the indication is that the density in the plume area was N 1x108  cm 3 , about a 

factor of two higher than the nearby coronal hole region, which had a very low density. The 

temperature ratios indicate a more isothermal distribution inside the plume (T = 8x105  

K), with lower temperatures than in the coronal hole area. 
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6.3.2 Results for a polar plume observed on 1997 October 11 

The second plume was also a long-lasting structure that was visible during the second 

week of October 1997 in the north polar hole. Fig. 6.22 displays a sequence of EIT 171 

A images, showing the stability of this plume over a period of a few days. A series of CDS 

observations of this plume were performed, of which only those of the 11th of October 1997 

are presented here. On this day, CDS was in high-telemetry mode, i.e. the information 

was telemetered to the ground at double the normal rate. 

The NIS observations presented here used the UCLAN_N3 study. The UCLANN3 covered 

a large area (2'x3', see Fig. 6.23) in about 40m (with a 60s exposure time, high-telemetry) 

starting at 15:00:37 UT. 

09—OCT-97 13:01:14 UT 	10—OCT-97 01:00:14 UT 

10—OCT-97 13:01:15 UT 11—OCT-97 01:00:15 UT 

11—OCT-97 13:01:14 UT 11—OCT-97 19:00:14 UT 

Figure 6.22: Sequence of SOHO EIT 171 A images of the north polar coronal hole, showing 
the persistence of a polar plume. 

Figure 6.23 shows monochromatic images of the region rastered by the NIS. This plume 
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shows the same characteristics as the plume of the 23rd of August 1996, i.e. maximum 

visibility in the upper transition region lines Mg VI, Mg VII, Ca X, Mg VIII, Mg IX, and 

it is not visible in the high-FIP Ne lines, nor in the high-temperature lines. The intensities 

of the He II, and Ne V lines show the presence of a network boundary close to the base 

of the plume. This plume is also tilted, compared to the line of sight, and the comparison 

between lines that are formed at very different temperatures should be made with caution, 

as in the previous case. 

The ratio images in Figure 6.24 show a marked decrease of the temperature and increase 

of Mg/Ne and 0/Ne intensity ratios at the base of the plume, again indicating a decrease 

in the Ne abundance 

A GIS scan across the plume, starting at 16:16:40 UT was performed after the NIS ob-

servation. This GIS observation used the high-telemetry study HRBNDWE, where the 

4"x 4"slit is rastered from west to east in order to cover a 4"x 60"region with 15 spatial 

positions. For each of these positions, GIS recorded 100 exposures of 5s each, in a time 

span of lim. It took about 2h50m to scan the whole 4"x 60"area. The GIS observed 

the plume region about one hour after NIS observed it. In order to increase the S/N, the 

data analysis on the GIS spectra was performed on the average of the 100 exposures, one 

for each spatial location (although a preliminary study of the high time variability was 

performed). 

The intensities of the NIS lines have been extracted from NIS spatially-averaged spectra 

over the region rastered by the GIS. The NIS and GIS observations were not simultaneous, 

and an instrument repointing took place between the two observations. The analysis of 

the NIS and GIS observations has shown a need to adjust the position of the GIS rasters 

by 10", relative to the position of the NIS observations. With this small adjustment, 

most of the lines have similar profiles across the plume, as shown in Figure 6.25 (and in 

particular this is true for the few lines that are visible in both GIS and NIS). Only the 

low-temperature lines present some differences, as expected. Nevertheless, in both GIS 

and NIS lines it is evident that the base of the plume is near a network region (i.e. a 

region where the low-transition region lines are enhanced). 

Figure 6.25 shows how the intensities of several GIS and NIS lines vary across the plume. 

The upper transition region lines increase by a factor of about 4 in the plume area, while 

the high-temperature lines do not show any increase in intensity. 

Figure 6.26 shows isothermal temperatures and densities across the plume. There are 

indications of a density increase inside the plume area, but they are within the errors. 

What is more obvious is a more isothermal temperature and a sharp decrease in the value 
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Figure 6.23: Monochromatic images of the NIS observation - 11th October 1997. 
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Figure 6.24: Ratio images of the NIS observation - 11th October 1997. A density ratio (Si 
IX), a temperature ratio (Mg X / Mg IX) and abundance ratios (0/Ne and Mg/Ne) are 
shown. Note the high 0 IV/Ne IV and Mg/Ne intensity ratios at the base of the plume. 
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Figure 6.25: Intensities of a selection of lines from the GIS Fl- W scan across the plume 
(top) with corresponding intensities in NIS lines. - 11th October 1997. 
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Figure 6.26: Isothermal temperatures and densities across the plume - 11th October 1991. 
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derived from Mg X / Mg IX, (as already seen for other plumes) 

Figure 6.27 shows some intensity ratios derived from the GIS and NIS observations. All 

the low-FIP to high-FIP intensity ratios undoubtedly show a large increase in the plume, 

and therefore a probable FIP effect, while the 0/Ne ratios also show variations, as was 

observed for the plume of the 23rd of August 1996 and the equatorial plume. 

Other ratios examined (e.g. Mg/Si) indicate that the relative abundances between the 

low-FIP elements remain almost unchanged. 

Two spatial positions have been selected as representative of the coronal hole and plume 

areas, at SolarX = 289 and 326, respectively. For these areas, the intensities of the GIS 

and NIS lines have been considered jointly, in order to characterise the plasma. This might 

not be valid, because of the lack of co-temporality between the GIS and NIS observations, 

but is justified by the stability of the plume and the similarity between the observations 

of common lines. Considering NIS and GIS line intensities at the same time has great 

advantages. The cross-calibration studies performed on the 1st and the 16th of October 

(outlined in Chapter 3) produced confidence in the stability of the CDS detectors, and on 

the reliability of using GIS and NIS together. Only a 30% correction factor was applied 

to all the calibrated €115 lines, for the plume region, possibly indicating that the field of 

view was slightly different between the two observations. The source region in each case 

is only 4"x4", while the width of the plume is typically 20", so although it is clear that 

both NIS and GIS observations are within the plume, the lower signal may indicate that 

this source is nearer the edge. 

Figure 6.28 shows a comparison between the €115 spectra of the coronal hole and plume 

areas. There are large differences in the intensity of upper transition region lines (e.g. Mg 

VI, Mg VII, Mg VIII), together with a small decrease of the high-temperature lines (e.g. 

Fe XV) in the plume data, and a variation of the Mg/Ne and Ca/Ne ratios, as already 

discussed. In particular the region around 402 A shows how different the spectra are. 

Other parts of the GIS spectra are shown in Figs. 6.31 and 6.32 (see Section 6.3.3, where 

the GIS-EIT comparison is presented), and also stress the different temperature structure 

between the coronal hole and the plume area examined. Lower temperature lines (such 

as Fe VIII) increase their intensity inside the plume. The complete GIS spectra are also 

shown in Figures E.1, E.2, E.3, E.4. 
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Table 6.3: Table of parameters deduced from the 1997 October11 CDS spectrum of the base 

of a plume. The densities are in cm 3 , while temperatures are in K. Some intensity ratios, 
indicative of elemental abundance differences, are also shown. The element abundances, 
deduced from the DEM analysis, are shown at the bottom as logarithmic differences relative 
to the photospheric values (Grevesse and Anders, 1991), i.e. they are quoted in dex in the 
standard way. The elements are ordered by their FIP value, indicated in parentheses. 

N, (0 IV 625.8/608.4 A) 5±3 10 
N, (Mg VII 319.0 / 367.7 A) 3.8±2 10 
N. (Si IX 349.9/341.9 A) 3±2 108 
N, (Si IX 349.9/345.1 A) 1.2±0.7 los 
N, (Mg VIII 315.0/317.0 A) 0.8±0.7 io 
N, (Mg VIII 315.0/313.7 A) 0.9±0.7 10' 
N, (Fe X 175.3 (2) / 174.53A) 8.5±0.6 10' 
N, (436.7 (2) / 430.465 A) 2.2±0.7 108 
N, (Fe XIII 203.8 (2) / 202.0 A) 1.8±0.5 10' 
T, (Mg X 624.9 A/ Mg IX 368 A) 8.3±0.1 io 
T, (Mg IX 368 A/ Mg VIII 315.0 A) 7.7±0.2 io 
T, (Mg IX 368 A/ Mg VII 367.7 A) 7.9±0.1 io 
Turns  (DEM) 7 10 5  
1(0 IV 608.40 A/ Ne IV 542.07 A) 7.2±0.9 
I (Mg VI 349.17 A/ Ne VI 562.8 A) 1.1±0.2 
I(Mg VII 367.67 A/ Ne VII 561.73 A) 7.9±1.3 
A,, (Ne) (21.56 eV) -0.15 
A,, (N) (14.53 eV) 0. 
A,, (0) (13.61 eV) 0. 
A,, (C) (11.26 eV) 0.1 
A,, (5) (10.36 eV) +0.3 
A,, (Si) (8.15 cv) 0. 
A,, (Fe) (7.87 eV) +0.2 
A,, (Mg) (7.64 eV) +0.1 
A,, (Ca) (6.11 eV) +0.4 
A,, (Na) (5.14 eV) +0.2 

The DEM of the plume area 

The NIS and GIS line intensities were then used to deduce plasma parameters, shown in 

Table 6.3. A DEM analysis of the combined intensities was performed, in order to better 

describe the thermal structure of the plume and to determine element abundances. A 

constant pressure of 2 x10 14  cm 3  K was adopted, together with the usual assumptions, 

described at the beginning of this Chapter. 

The results are shown in Figure 6.29 and in Table E.1. The DEM peaks at upper transition 

region temperatures (Mg VII, Ca X), T c 7x105  with a quasi-isothermal distribution at 

these heights. 

In the GIS 4 instrument, a comparison of on-disc and off-limb observations clearly shows 

the presence of a continuum emission. This emission is mainly hydrogen Lymah contin-

uum. This is obvious from any on-disc GIS observation. On the other hand, off-limb 

observations show both the absence of this recombination continuum and very little stray 
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light ('background'). The wavelength dependence of this continuum can be used as a 

temperature diagnostic. In particular, the continuum emission in the GIS 4 wavelength 

range is particularly sensitive to the DEM values at T 3 - 6x104  K, and can therefore 

be used to constrain the DEM values at those temperatures. 

For this observation, as an exercise, the continuum has been evaluated at three different 

wavelengths, and compared to the theoretical emissivity, in the DEM analysis, together 

with the emission lines. The continuum emissivities have been calculated (see Landi et aL, 

1999b for a description of the method) with photospheric abundances and a constant 

density N. = 1x10 16  cm 3  (a different choice of these parameters, however, does not 

significantly alter the result). The continuum points are displayed in Figure 6.29. 

There is good agreement between the DEM values required to explain the observed con-

tinuum emission and those required to explain the emission of the 'cooler' lines. It is also 

interesting to note that the He lines are well represented, with the photospheric abun-

dances. This is not new, as it was pointed out by Jordan (1975), and recently confirmed 

by quiet sun SUMER and CDS observations by Macpherson and Jordan (1999). However, 

it should be noted that these lines are probably not optically thin, nor is all the observed 

continuum emission true continuum emission. If an absolute (and accurate) measurement 

of the continuum emission is achieved (considering all the possible instrumental effects), 

then, since this emission is r-' N, it is possible to directly relate the element abundances 

to the proton density. 

Also note that even assuming that the NIS and GIS intensities could not be used for a 

DEM analysis, due to lack of co-temporality, if one considers only GIS lines and only NIS 

lines and derive from them a DEM, obtains the same shaped curve. This DEM should 

not be considered a typical plume DEM because some effects due to the tilt of the plume 

may still be present. However, this study was made to investigate the validity of the (few) 

NIS lines that were used for abundance analysis, by adding the information from the 015 

spectra. Table E.1 shows that there is good agreement between most of the lines, at least 

when lines close in temperature are considered. It is well known that the Fe VIII lines 

require more atomic physics research. Here it is shown how important they are. In fact, 

they are among the brightest low-FIP lines that are emitted in the lower corona, and could 

therefore be used in conjunction with the high-FIP 0 VI or Ne VI lines for further studies 

of the FIP effect. It should be noted that in this case too, the lines from the Li-like ions 

are underestimated or overestimated by large factors, which casts serious doubts on their 

reliability for use as diagnostic lines. 
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Figure 6.29: Top: the DEM distribution of the plume area, with the observed points. 
Bottom: the DEML values of the same points. These have been produced using intensities 
from both GIS and NIS. 
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6.3.3 Comparison of GIS spectra with EIT (1997 October 11 data) 

The EIT instrument (Delaboudiniere et aL, 1995) observes the Sun with four EUV filters, 

centred around 171, 195, 284, 303 A. The first two are the principal ones, since the filter 

at 284 A has a lower sensitivity, and the filter at 303 A observes both the chromospheric 

line He II 303.8 A and the coronal line Si XI 303.3 A. The first two filters are referred 

in the literature as the Fe IX/X and the Fe XII, because it is thought that these are the 

ions that contribute most to the emission. Ratios of images from these two filters have 

been used by DeForest et aL (1997) to estimate that plumes are about 30% cooler than 

the surrounding coronal hole regions. 

In order to confirm this estimate, a comparison between the GIS scan and the EIT 171 

A and 195 A filters was performed, using EIT images taken almost simultaneously with 

the CIS spectra on October 11 1997. This was possible because GIS spectrally resolves 

the emission lines observed by the EIT filters 

Average intensity profiles in the two EIT filters, over the region observed by GIS, were 

extracted, as shown in Fig. 6.30, where also the ratio of the 195 A to the 171 A filter is 

presented. No intensity calibration factors were applied here, since they are small. This 

ratio shows a decrease of about 20% from the coronal hole region to the plume region. 

The observed CIS spectra were then 'filtered' applying the EIT pre-fiight filter responses 

to the CDS spectra (see Fig. 6.31 and Fig. 6.32 for examples on how these filters act 

on the incident radiation), calculating then the total filtered intensity for each spatial 

position. The results are shown in Fig. 6.30, with the absolute values arbitrarily scaled. 

The agreement is quite good, giving confidence in the wavelength-dependence of the pre-

flight filter responses. 

The GIS intensity ratios of Fe XII 195.1 A/Fe IX 171.07 A are also plotted in Fig. 6.30, 

showing that the real intensity ratio is much lower (by a factor of about 0.2) than the value 

deduced from the EIT filter ratio. Nevertheless, this ratio does decrease (mainly because 

of the increased Fe IX 171.07 A intensity) from the coronal hole to the plume, by about 

15%, although the spatial position of the minimum is not the same as in the filter ratio 

curve. This minimum coincides with the peak of the intensity in the line profile. 

To see in more detail how the observed EIT intensity changes, depending on the type 

of solar structure observed, CIS spectra of the two previously selected regions, chosen as 

representative of coronal hole and plume areas, are plotted in Figs. 6.31 and 6.32, with 

the same spectra multiplied by the EIT filter response. A quiet sun CIS observation has 

been added for comparison. The three spectra presented here show how lines, which form 

at different temperatures, can contribute to the emission seen by EIT. 
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Figure 6.31: Top: GIS 1 spectra of plume, coronal hole and quiet sun (on the same scale). 
Bottom: same as above, but multiplied by the EJT 171 A filter response (scales adjusted 
separately). 

Considering first the EIT 171 A filter, Fig. 6.31 shows that in the coronal hole and plume 

regions the main intensity is from Fe X lines, with some contribution from Fe IX and Fe 

XI lines, while in the quiet sun spectrum Fe IX 171 A becomes small. However, the 

band-pass of the filter includes only emission produced by a restricted temperature range, 

almost isothermal. In the BIT 195 A filter, the situation is not quite the same, as Fig.6.32 

shows. While in the quiet sun spectrum the main contribution is from Fe XII lines, mixed 

with some Fe XI and Fe XIII emission, in the coronal hole and plume spectra the cooler 

lines (Fe VIII, Fe X, Fe XI) become increasingly significant, when compared to the Fe XII 

lines, as one would expect. 

This shows that it is incorrect to assume that the observed emission in the EIT 195 

A filter is always predominantly Fe XII, and explains why plumes are still quite bright 

in the EIT 195 A images. In fact, as shown, the emission in the plumes is mainly from 

low-temperature lines that are visible through the BIT filter. Furthermore, since the lines 

observed in the BIT 195 A filter are formed over a wide range of temperatures, it is 

strictly inappropriate to use this filter for temperature diagnostics. Although not shown 
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Figure 6.32: Top: GIS 1 spectra of plume, coronal hole and quiet sun (on the same scale). 
Bottom: same as above, but multiplied by the FIT 195 A filter response (scales adjusted 
separately). 

here, a similar result applies to the EIT 284 A filter, where the emission is a mix of Fe 

XV and much cooler lines (Si VII, Mg VII) that are close to this line, as Fig. 6.28 shows. 

Finally, it should be stressed that the results shown here are independent of the relative 

EIT/GIS intensity calibration (which was not a concern here), but only depend on the 

adopted EIT filter transmission curve, and on the assumption that the plasma character-

istics did not change significantly between the GIS and the EIT observation. The latter 

assumption is reasonable, since all the tines seen in the two filters are coronal and so are 

not subject to rapid fluctuations. GIS ghosting, which becomes non-negligible in the quiet 

sun observation, does not change the main characteristics of the spectra in this case. 
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Chapter 7 

Conclusions and further work 

7.1 Summary of results and conclusions 

The main findings and results of this thesis work are now summarised. During the research 

work leading to this thesis, many new results have been obtained. Some of these have al-

ready been published or are in press (Mason a at, 1997; Del Zanna and Brornage, 1997; 

Brornage et at, 1997; Landi et al, 1997b; Bromage et at, 1997b; Fludra et at, 1997a; 

DeForest et al., 1997a; Fludra et at1997b; Gopalswarny et at, 1998; Del Zanna and Bra-

mage, 1999a; Fludra et al., 1999a; Gibson et at, 1999; Brornage et al., 1999; Landi et al., 

1999a; Del Zanna and Brornage, 1999b; Fludra et al., 1999b, Del Zanna and Brornage, 

1999c), some have been presented in detail in the previous Chapters and the Appendices, 

whilst others are in the process of being studied in more detail. 

The CDS instrument has allowed spectroscopic diagnostic techniques to be used to describe 

the temperature distribution, densities and elemental abundances of the plasma in the 

lower solar corona. This instrument has provided the opportunity of observing (for the 

first time with sufficient spectral and spatial resolution) a large number of emission lines 

from a wide range of ions of different elements, in order to achieve these analyses. 

The level of accuracy and completeness of the CHIANTI atomic database, has allowed 

an in-flight calibration of the CDS detectors to be made. The work for this thesis has 

included a contribution to the testing of the various versions of this database, and to the 

development of software for its use (Chapter 2). CHIANTI has enabled the identification 

of many hundreds of lines observed in all the different CDS spectra examined here. 

7.1.1 Spectroscopic diagnostic methods and the CDS 

• Various diagnostic methods for emission measure, differential emission measure , and 

element abundance determinations have been inter-compared in a consistent way. A 
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critical discussion and re-evaluation of previous studies has been presented 

• A diagnostic method based on the differential emission measure (DEM) analysis 

has been developed to allow: a) the thermal structure of the emitting plasma to be 

studied; b) the relative element abundances to be estimated from non-flaring solar 

plasmas, for the first time; and c) the detailed assessment of line blends, for the first 

time. 

• A detailed DEM re-analysis of a Skylab coronal hole spectrum has been presented 

and compared to previous studies, to show how more recent atomic data and different 

assumptions change the results and how blending limits the applicability of the 

diagnostic method 

• The diagnostic method has been applied for the first time to the entire high-resolution 

SERTS-89 spectrum to give a complete picture of all the ions observed, point ions 

out which require further study to assess the identification of all the lines and the 

blendings in order to to help in identifying the lines that CDS also observes, and 

which can be used for calibration purposes. 

• Detailed CDS observations of the solar corona, and in particular of coronal holes 

have been planned. Software has been developed (in IDL) to analyse the large body 

of CDS spectral observations obtained by the author and Dr. Barbara Bromage and 

collaborators. These data sets are still only partly analysed 

• An extensive presentation and comparison of CDS NIS and GIS spectra of many 

different types of solar regions and structures have been given for the first time. 

• For the first time, a complete in-flight cross-calibration between all the CDS detec-

tors has been presented. In particular, the first full in-flight calibration of the GIS 

detectors has been given, including an assessment of the second order sensitivities 

for which no pre-flight estimates were available. Also for the first time the in-flight 

NIS 2 second order sensitivities are presented. 

The difficulties in calibrating an EUV spectroscope have been described in detail. 

The GIS and NIS sensitivities have been fully assessed, and temporal variations over 

a period of six months in 1997 studied in detail, showing that during this period 

of time the relative calibrations between all the CDS detectors did not appreciably 

change. A comparison with the pre-flight calibration data and with other studies 

has been given, showing the effects of different calibrations on the results. 

• An in-flight assessment of various peculiar GIS characteristics has been made. This 

included a study of line profiles, the wavelength calibration, and, most important, a 
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study of the ghosting. Examples of the various effects that ghosting has on the GIS 

spectra have been presented in detail, to provide suggestions on which part of the 

detectors are usable with some accuracy. 

• The usefulness of many CDS spectral lines employed in density, temperature, and 

abundance diagnostics has been assessed in detail (for coronal hole and quiet sun 

observations), in terms both of blending and impact on deduced parameters. 

• Considering all the spectra presented here, several newly-observed lines have been 

identified for the first time, while in several other cases new identifications of previ-

ously observed tines or previously unreported blends have been pointed out 

• The first comprehensive compilation of line lists and identifications for the whole 

CDS NIS and GIS wavelength region, including second order lines and GIS 'vir-

tual' lines (ghosts) has been presented. However, a complete CDS spectral line list 

of identifications is virtually impossible, due to the moderate CDS resolution, the 

overlapping of first and second order lines, and the GIS ghosts and other peculiar 

characteristics. The complexity of the observed structures seen along the line of 

sight , together with the moderate spatial resolution, inevitably means that contri-

butions to most CDS lines are highly variable from case to case. In addition, for 

GIS, different instrument settings yield different ghosting patterns. Some examples 

of how these differences affect a line identification have been presented here. 

• Many cases of disagreement between theory and CDS observations have been high-

lighted. These occur either for all the lines in some ions (e.g. Mg V), or for single 

lines of other ions (e.g. Mg IX). These differences cannot be explained by instru-

ment calibration problems, and could be due to inaccurate ionization equilibrium 

calculations or atomic physics. In fact, in various cases, the re-analyses of previous 

spectra (e.g. Skylab and SERTS-89) presented here, has shown analogous problems, 

indicating that solutions have to be sought in improvements to the theory, rather 

than in experimental calibrations or measurement errors. 

• It has been shown with the use of the DEM analysis, that in most of the spectra 

examined (and presented throughout this thesis) the lines of Li-like ions have large 

discrepancies (by factors of 2 or more) compared with all the other lines. Some of 

these discrepancies were already pointed out by other authors. 

• A comparison of the results of three different published ionization equilibrium cal-

culations (presented in Chapter 3) has pointed out that large variations (by factors 

of 2-3) in the calculated intensities of the lines can simply be due to the use of a 

different ionization equilibrium. Some of the peculiar observed intensities (e.g. the 
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Ca IX and Ca X lines) can easily be explained in terms of an inaccurate ionization 

equilibrium calculation, rather than due to a variation of the element abundance. 

Some of the reported discrepancies for the Li-like ions can also be partly explained 

in terms of ionization equilibrium. The Arnaud and Rothenflug (1985) calculations 

were found to produce more consistent results for most of the ions. 

• A detailed CDS - ELT comparison is presented for the first time, showing how im-

portant it is to compare observations from EUV filter images with detailed spectra 

of the same bandpass, in order to assess the possibility of using filter images for 

diagnostic purposes. 

7.1.2 Solar physics results and conclusions 

During 1996 the Sun was at minimum activity, and coronal conditions were at their most 

favourable for the study of coronal holes. Most of the CDS observations taken for this 

investigation were made in coronal hole regions. Considering that in the EUV only one 

previous set of coronal hole spectra for line intensities had ever been measured (by Skylab) 

before the advent of SOHO, the latter (and CDS) can be regarded as a coronal hole 

'discovery mission'. Thus, many new exciting results have been produced. Some of the 

unanswered questions described in Chapter 1 are now finding answers from the SOHO 

observations. The solar physics results from the present work are now summarised. 

• In all the observations analysed, temporal and spatial variations of all the measurable 

quantities were common 

• Average line-of-sight coronal electron densities in coronal holes and the quiet sun have 

been presented, in both on-disc and off-limb observations. Reliable measurements 

based on a number of unblended density-sensitive coronal lines, have been presented 

for coronal hole regions for the first time. Coronal holes are found to have densities 

about a factor of two lower than the quiet sun areas. 

• Average line-of-sight (isothermal) electron temperatures in the same coronal holes and 

quiet sun regions were deduced using lines emitted by different stages of ionization 

of the same element, thereby eliminating uncertainties due to element abundance 

variations. This was the first time that this had been done for coronal hole pla.smas. 

• A large equatorial coronal hole, the Elephant's Trunk, was identified and a series of 

CDS observations carried out during the last week of August 1996. 



• The on-disc CDS observations of both the Elephant's Trunk and polar coronal holes 

during 1996, 1997 and 1998, have shown average coronal electron densities N0  

1 - 2x108  (cm 3 ). This is about a factor of two lower than in the quiet sun areas. 

• Transition region electron densities also appear to be lower, by a factor of two, in 

coronal hole areas, with quiet sun values N0  = 1x10' 0  (cm 3). This is also a new 

result, only suggested by some Skylab observations, and recently confirmed by SOHO 

SUMER observations (Doschek et al., 1998a). 

Moreover, in the transition region, the cell-centres show consistently higher densities 

(by a factor of 2) compared to those at the network boundaries. This observation 

confirms the (only) earlier suggestion (Dupree et al., 1976) of increased densities at 

the cell-centres, an observation that was based on Skylab HCO C III data. 

• On-disc coronal hole observations (including the Elephant's Trunk) have shown, on 

average, isothermal coronal temperatures T 8 - 9x105  K, about 10% lower than 

the quiet sun, although the precise values obtained depend on the region examined 

• For the first time, a complete DEM analysis of a near-disc-centre observation of a 

coronal hole has been performed, including high-temperature emission lines, some-

thing that was not possible with the Skylab HCO instrument, due to the low sen-

sitivity at the lower wavelengths where these lines are observed. The Elephant's 

Trunk and a nearby quiet sun region showed different thermal distributions, with 

peaks of the DEM at T 8x105  K and T 1.1x106  K, respectively. 

• Some results from on-disc coronal hole observations performed during the rising 

phase of the solar cycle in 1997, have shown that coronal hole observations are 

significantly affected by the presence of foreground over-lying quiet sun plasma, in 

particular if lines that are emitted above a million degrees are used for coronal hole 

diagnostics. 

• Analogously, off-limb coronal hole observations have shown that the presence of 

diffuse background emission from non-coronal-hole regions can affect coronal hole 

measurements. 

• The variation of averaged densities and temperatures with distance from the Sun 

has been obtained from off-limb observations. This was performed for both coronal 

hole regions (distinguishing between plume and inter-plume regions), and equatorial 

quiet sun regions, up to a radial distance of 1.2 R0. 

Observations (in 1996, 1997, and early 1998) of equatorial quiet sun regions have 

shown similar general characteristics from year to year, with densities decreasing 
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from 4 - 5x10 8  in the lower corona, to 1x10 8  cm 3  at 1.2 R® . Densities in inter-

plume coronal hole regions showed a decrease from 1 - 2x10 8  in the lower corona, to 

5x10 7  cm 3  at 1.2 R0. 

Temperatures were more difficult to establish, because the plasma has rarely been 

exactly isothermal, so that referring to 'a temperature' is not correct, and only a 

DEM analysis is appropriate to describe the temperature distribution of the plasma 

along the line of sight . However, measurements of line ratios, together with DEM 

analyses for off-limb quiet sun and coronal hole regions have all confirmed the Ele-

phant's Trunk measurement, that coronal holes are much 'cooler' than the quiet sun. 

Temperatures in quiet sun areas are about T = 1.0 - 1.1x10 6  K and then tend to 

increase with distance, up to 1.2 R3 , where they appear to reach a constant level. 

In coronal holes, the temperatures have a much shallower gradient (as already known 

from Skylab observations), increasing slightly from T 8x10 5  K, to T 0.9— 1x106  

K. It should be noted that these isothermal temperatures vary depending on which 

structure is observed, and by the amount of foreground and background line of 

sight. However, these variations with height are consistent with the recent results of 

David €1 at. (1998), up to 1.2 H,® , the limit of the observations presented here. In 

fact, David et at. (1998) also derive from CDS and SUMER observations that the 

temperature gradient (from 0 VI ratios) in coronal holes is only slightly increasing up 

to about 1.15 R® , after which they measure a decrease in the electron temperature. 

• An examination of intensity ratios of lines of different elements but which have 

similar contribution functions, over a range of solar structures, has shown that in 

some cases the results are the same, while in others large variations are found. These 

variations appear to be correlated with the supergranular pattern, both in coronal 

hole and quiet sun regions, something that has never been reported before. Some of 

these variations could be due to different temperature gradients in the cell-centres 

and the network regions. 

Coronal hole plumes 

• For the first time, spectroscopic analyses of on-disc EUV observations of coronal hole 

plumes have been performed. This allowed aspectroscopic characterisation of plumes 

to be obtained for the first time. As for many other coronal structures, plumes 

have also shown a wide range of characteristics. Here, only typical faint plumes as 

observed by CDS during the minimum of the solar cycle are considered. Their main 

characteristics are lowered temperature and an enhanced Mg/Ne intensity ratio. 

• For the first time, a low-latitude plume in a coronal hole (Elephant's Trunk) has been 
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identified from its spectroscopic characteristics, rather than from its morphology. 

• These plumes show lower temperatures (derived from line ratios) than the ambient 

coronal hole regions. No emission in high-temperature lines, formed above 1.2x10 5  

K, was observed. DEM analyses have shown that plumes have an almost isothermal 

plasma distribution at coronal heights, with a peak in the differential emission mea-

sure at T = 7 - 8x10 5  K, very similar to the temperatures deduced from line ratios. 

The surrounding coronal hole regions are less isothermal, at least at low heights. 

Off-limb observations suggest that plumes have even shallower radial temperature 

gradients than the coronal hole, and that these temperature differences tend to dis-

appear with distance, as all the coronal hole plasma becomes almost isothermal. 

In terms of densities, measurements at lower-corona heights (T 8 - 9x10 5  K; e.g., 

Mg VIII, Si IX) have rarely shown significative differences between plume and inter-

plume regions (N 2x108  cm -3). However, due to low signal, the uncertainties are 

large and do not exclude the possibility of slightly higher density in plumes. A more 

detailed analysis is required, for example taking into account all the possible effects 

that a different temperature distribution can have on the evaluation of the densities 

from line ratios. At lower temperatures (T --' 7x105  K), where plumes have their 

maximum emission measures and visibility, the density (Mg VII) is N 1 - 4x10 9  

(cm 3 ), higher than in the coronal hole regions, but similar to quiet sun values. 

At even lower temperatures (T -s  2x10 5  K), in the lower transition region (0 IV), 

plumes are not visible. Indeed, they appear to have the same densities as in the 

nearby coronal hole network regions (N ± 5x109  cm 3). However, as well as exhibit 

enhanced Mg/Ne intensity ratios, plumes also show an enhancement in the 0 IV/Ne 

IV intensity ratios (reported here for the first time). 

The large FIP effect in plumes (reported by Widing and Feldman, 1992, in terms 

of Mg/Ne relative abundance), could be checked. For the first time, the relative 

abundances of many other elements have also been estimated. The observed large 

increases of the Mg/Ne intensity ratios at the base of the plumes, compared to 

the nearby coronal hole regions, can largely be explained by the plumes having a 

slightly lower Ne abundance (compared to oxygen), together with a much steeper 

temperature gradient in the upper transition region, thus confirming the Phillips 

(1997a) suggestion that the previously reported high-FIP in plumes could be due 

to a temperature effect. However, after taking into account the DEM distribution 

of the plume, a small FIP effect does appear to be present, although other high-

FIP elements (such as 5) have also shown increased abundances, compared to the 

photospheric values. This small FIP effect suggests that plumes may not be the 

source of the fast solar wind. 

301 



For the first time, it has been shown that the continuum observed in GIS 4 can be 

used to constrain the absolute abundances of the elements (relative to hydrogen). 

The measurements are consistent with coronal holes having absolute abundances 

which are photospheric. 

7.2 Further work 

CDS has produced a wealth of data that still requires a more detailed analysis. Now that 

clearer understanding of the instrument behaviour, calibration and line identification has 

been achieved, it is possible to extend the spectral analysis of the solar corona in much 

greater detail. It is very important to continue to perform comparisons of results obtained 

from different instruments in co-spatial and co-temporal observations, in order to remove 

remaining uncertainties due to instrument calibration or the diagnostic method adopted. 

A more detailed study should be undertaken of the CDS absolute calibration, as a function 

of time throughout the mission. All CDS analyses, that were based on the preliminary 

calibrations (that were available until the end of 1998), will have to be revisited. 

A more detailed analysis of the GIS spectra is still required, now that the various instru-

mental problems, including the ghosting problem, are better understood. 

Atomic physics studies 

Although atomic databases such as CHIANTI have proved to be extremely valuable in the 

EUV spectral region, there are still many unidentified lines, and many others that require 

more research. The recent case of Fe XIV has shown how more refined atomic physics 

calculations can bring theory into agreement with observations. 

The coronal hole observations have shown the presence of many low-temperature lines 

that were not previously reported in quiet sun or active region solar spectra, including Fe 

VIII, Ca IV, and Ca VIII spectral lines. In particular, a detailed atomic physics study of 

Fe VIII is needed, since many instruments such as SOHO/EIT and TRACE (Transition 

Region Coronal Explorer) observe the solar corona with EUV filters in wavelength regions 

where Fe VIII line intensities are not negligible. 

More work should also be undertaken on the validity of the ionization equilibrium and its 

relation to the problem of the Li-like ions. One possible method of comparing different 

ionization equilibria has been suggested here. Another possibility is to study the observed 

emission at high spatial and temporal resolutions. A preliminary analysis of the high-

cadence (5s) GIS studies performed has suggested the presence of large temporal variations. 
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However, observations with new instruments with much higher sensitivities is required to 

further study non-equilibrium effects on such short time-scales. 

Short-time-scale events 

Many wide-slit CDS observations have been performed and analysed by the author in 

order to create 'movies' of various solar regions, with a time resolution of the order of 

a minute (but with no spectral resolution). Some of these movies were created in an 

attempt to correlate Bright Points in coronal holes, observed with the Nobeyama radio-

heliograph at 17 0Hz (Gopalswarny et at, 1998), with the chromospheric and transition 

region brightenings observed with CDS. No direct correlation was found. However, most 

of the brightenings observed with CDS were very brief events, lasting for only one or two 

exposures. Therefore, a more detailed analysis will require new instruments that will be 

able to measure intensities on time-scales much less than a minute. 

Also worth noting is that in most cases these brightenings were almost simultaneous, in 

the transition region and in the lower corona. In order to understand the relation between 

the transition region and the corona, more detailed studies are needed, with improved 

spectroscopic capabilities. These need to be able to provide measurements of line widths 

and line shifts, and to have diagnostic capabilities, in order to give co-temporal information 

on density variations. 

The future SOLAR-B mission, due to launch in 2004, should be able to address these 

issues. 

Coronal holes, the transition region and the plumes 

The off-limb and on-disc coronal hole observations presented here have shown that the 

Elephant's Trunk was an ideal subject for coronal hole studies, because of the near-disc 

centre, and solar minimum conditions. Hence, a full study is needed of all the remaining 

observations of this feature that are not yet fully analysed. 

A more extended analysis of the transition region characteristics is required, to confirm 

the abundances, temperature, and density variations presented here. The fact that the 

transition region densities in the network seem lower than in the cell-centres, together with 

the fact that the emission measures there are much higher, indicates that the cell-centres 

have higher plasma pressures, as one would anyway expect, since the magnetic pressure 

there is lower. It also indicates that the filling factors in the transition region are highly 

variable (although much higher spatial resolution than CDS has is required in order to 

estimate the volume from which the observed emission originates). 
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Other information should be added, in order to constrain the various physical models of 

the transition region, and relate the transition region to the outer solar atmosphere. One 

possibility is to use the DEM distributions presented in this thesis to test models of the 

transition region such as the study presented by Dowdy ct at. (1987), which compared the 

DEAl curves derived from Skylab data, with model calculations 

Another possibility is to use the Fl!' effect. In fact, the processes that take place in the 

chromosphere/transition region may create a fractionation of the elements that follows the 

structure of the cell-centre regions. Once this fractionation has taken place, the abundance 

characteristics of a structure should not change much with height (although gravitational 

settling might play a role), and should therefore not only be visible at transition-region 

and coronal heights (with spectroscopic instruments), but should also exhibit a signature 

in in-situ observations of the solar wind. For example, the near-photospheric element 

abundances found here in the coronal hole network could represent the signature of the fast 

solar wind originating from the chromospheric network and propagating through coronal 

funnels (see the model of Marsch and Tn, 1997, and references therein), which from in-situ 

measurements does not show a significant FIP effect. Recent SUMER observations (e.g., 

Hassler a at, 1999) have also confirmed that the fast solar wind appears to be originating 

at the junctions of the chromospheric network. 

Coronal hole plumes deserve much more detailed investigation. This is not only for the 

reasons outlined in the introduction, but also because CDS observations have shown that, 

among the complex zoo of coronal large scale structures, they are probably the simplest 

ones to model. This is because: (1) their geometry is relatively well defined, which for 

example helps theoretical modelling, and estimates of the filling factors (a preliminary 

analysis indicates that plumes have filling factors close to 1.); (2) they are long lasting 

quasi-stationary structures; and (3) they are almost isothermal. Studies of their peculiar 

element abundances should surely also shed some light on the wider coronal abundance 

problems, and address the question of why coronal abundances appear to be different from 

the photospheric ones. 
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Appendix A 

The results for SERTS-89 

Table A.i: Results of the analysis of the active region SERTS-89 spectrum. Second order 
lines are indicated with a (ho), while those with question marks have either problems of 
blendinq, calibration or atomic phtjsics (eq. ionization equilibrium). 

C III 386.202 386.150 2s2 'So - 2s3p 'P, 9.3 0.83 0.26 4.80 4.97 
N III 374.198 374.160 2s2 2p 2 P 1 1 2  - 2s2 3d 4.9 0.95 0.61 4.99 5.08 
0111 374.164 2s22p2 3 P 1  - 2s22p3s 3 P, 5.11 
Ne III 379.307 379.306 2s2 2p4 'D2 - 2s 2p5 'P, 7.6 0.56 0.17 5.05 5.10 
0111 374.075 374.051 2s22p2 3 P2 - 2s22p3s 3 P2 14.4 0.98 0.32 5.08 5.11 
0111 374.005 2s22p2 3 P0 - 2s22p3s 3 P, 5.11 
0111 374.164 2s22p2 3 P, - 2s22p3s 3 P, 5.11 
Ne IV 421.609 421.592 2s2 2p3 2 P3 ,, 2  - 2s 2p4 2 S,p 4.3 0.69 0.24 5.34 5.29 
Ne IV 421.597 2s2 2p3 2 P 1 ,, 2  - 2s 2p4 251,2 5.29 
Ne IV 388.216 388.228 2s2 2p3 2 P3 ,, 2  - 2s 2p4 2 P3 ,, 2  1.4 1.12 0.65 5.35 5.30 
Ne IV 388.206 2s2 2p3 2 P,12  - 2s 2p4 2 P3 ,, 2  5.30 
Ne V 357.954 2s22p2 3 P0 - 2s2p3 3 S, 5.49 
Ne V 416.194 416.208 2s22p2 'D2 - 2s2p3 'D2 24.2 1.04 0.18 5.56 5.48 
Ne V 359.382 359.378 2s22p2 3 P2 - 2s2p3 3 S, 26.3 0.57 0.11 5.57 5.49 
Mg V 352.201 352.213 2p4 3 P, - 2s.2p5 3 P0 4.3 0.39 0.29 5.58 5.46 
Mg V 355.329 355.339 2p4 3 P, - 2s.2p5 3 P2 11.3 0.18 0.10 5.58 5.46 
Mg V 276.582 276.600 2p4 'D2 - 2s.2p5 'P1 22.4 0.15 0.08 5.59 5.47 
Mg V 353.092 353.084 2p4 3 P2 - 2s.2p5 3 P2 10.4 0.65 0.25 5.71 5.46 
Ne VI 433.176 433.161 2s2 2p 2 P,12  - 2s 2p2 2 5112 7.5 1.90 0.78 5.71 5.64 
Ne VI 435.648 435.632 2s2 2p 2 P3 1 2  - 2s 2p2 251,2 9.8 2.42 0.62 5.71 5.64 
Ne VI 399.821 399.837 2s2 2p 2 P,,2  - 2s 2p2 2 P3 1 2  14.9 1.11 0.24 5.72 5.64 
Ne VI 401.926 401.936 2s2 2p 2 P3 ,2  - 2s 2p2 2 P3 , 2  84.6 1.00 0.15 5.72 5.64 
Mg V 354.225 354.162 2p4 3 P0 - 2s.2p5 3 P, 9.0 0.19 0.10 5.74 5.46 
Mg V 351.088 351.117 2p4 3 P2 - 2s.2p5 3 P, 13.1 0.18 0.06 5.76 5.46 
Cr XIII 351.150 3s.3p 3P0 

- 3p2 3 P1 6.19 
Mg VI 403.307 403.296 2s2.2p3 4 

S3/2 - 2s.2p4 4 P5 12  45.6 1.09 0.17 5.76 5.65 
Ne VI 403.255 2s2 2p 2 P3 1 2  - 2s 2p2 2 P,12 5.64 
Ne VI 401.136 401.139 2s2 2p 2 P 1 ,2  - 2s 2p2 2 P 1 , 2  29.9 1.16 0.19 5.78 5.64 
Mg VI 399.281 399.275 2s2.2p3 4 S3/2 - 2s.2p4 4 P,12  9.3 1.12 0.24 5.79 5.65 
Mg VI 270.390 270.401 2s2.2p3 2 D5 1 2  - 2s.2p4 2 P32  59.1 0.26 0.08 5.79 5.66 
Mg VI 270.400 2s2.2p3 2 D3 1 2  - 2s.2p4 2 P32  5.66 
Mg VI 400.662 400.668 2s2.2p3 4 S3/2 - 2.2P4 4 P3 ,2  16.2 1.40 0.26 5.81 5.65 
Na VII 353.296 353.290 2p 2 P3 ,, 2  - 2s.2p2 2 P3 / 2  10.1 0.99 0.32 5.83 5.78 
Mg V 353.300 2p4 3 P1 - 2s.2p5 3 P, 5.46 
C IV 312.420 312.429 1s2 2s 251/2 - is2 3p 2 P32  14.2 0.29 0.15 5.83 5.09 
C IV 312.451 1s2 2s 2 S,12  - 1s2 3p 2 P, 2  5.09 
Mg VI 293.110 293.140 2s2.2p3 7 P3 ,2  - 2s.2p4 2 P3 1 2  14.0 0.20 0.12 5.83 5.66 
C IV 384.031 384.032 1s2 2p 2 P,12 - 1s2 3d 2 D3 1 2  8.6 0.27 0.11 5.84 5.09 
Al VIII 248.453 248.460 2p2 3 P1 - 2s.2p3 3, 59.7 0.34 0.20 5.85 5.93 

'Previously identified as Ti XI 

0.60 
0.40 

0.69 
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0.08 5.87 5.65 
5.65 

0.29 5.88 5.80 
0.16 5.89 5.77 
0.12 5.89 5.65 

5.65 
6.11 

1.64 5.89 5.80 
0.43 5.89 5.80 

5.80 
0.28 5.89 5.80 
0.27 5.89 5.80 
0.20 5.89 5.81 

5.81 
0.39 5.89 5.77 
0.13 5.89 5.81 

5.77 
0.18 5.90 5.81 
0.32 5.90 5.81 

5.81 
5.81 

0.33 5.91 6.04 

5.49 
0.07 5.93 5.08 

6.20 
5.82 

1.40 5.95 5.80 
0.53 5.96 5.78 
0.27 5.96 5.90 

5.81 
0.15 5.96 5.91 
0.27 5.97 5.91 
0.25 5.97 5.91 
0.11 5.97 5.91 
0.15 5.97 5.92 
0.20 5.98 5.86 
0.21 5.98 5.91 
0.09 5.98 5.91 
0.12 5.99 5.66 

6.32 
0.25 5.99 5.91 
0.25 5.99 5.91 
0.24 5.99 5.91 
0.06 6.00 5.94 
0.14 6.00 5.95 
0.18 6.00 6.04 

5.49 
0.42 6.01 5.96 
0.08 6.02 5.80 

6.36 
0.17 6.02 5.94 

6.11 
0.65 6.05 6.03 
0.22 6.07 5.98 
0.33 6.07 6.03 
0.16 6.07 6.04 
0.17 6.07 5.98 
!0.16 6.07 5.98 
0.38 6.07 5.98 

15.8 0.20 

27.9 1.67 
105.0 0.55 
55.2 0.64 

0.59 ? 
0.33 

0.42 
0.32 
0.21 

7 

0.78 ? 
0.22 

0.77 
0.23 

0.71 
0.29 

0.36 
0.33 
0.26 
0.53 

0.47 
0.67 ? 
0.18 
0.15 

0.62 
0.34 

9 

0.82 7 
0.18 

9 

9 

0.67 
0.31 

(Ilo) 
0.85 
0.15 
0.87 ? 
0.13 

9 

9 

2.3 2.85 
17.6 1.96 

9.2 0.81 
10.9 1.07 
46.2 1.24 

17.6 0.50 
114.0 0.56 

21.9 0.41 
23.2 1.54 

	

15.2 	1.27 

12.4 0.32 

	

9.4 
	

1.74 
9.9 0.99 

85.1 0.93 

80.3 0.83 
67.5 1.72 
40.3 1.57 
253.0 0.73 
53.8 0.78 
26.0 1.17 
57.5 0.82 
27.8 0.19 
37.1 0.24 

	

54.1 	1.15 
113.0 1.59 
88.71 1.33 
162.01 0.21 
195.0 0.37 
43.0 1.06 

1510.0 1.29 
76.4 0.45 

70.5 0.35 

7.0 
7.7 

15.3 
75.8 
9.4 

19.6 
4.7 

2.15 
0.59 
1.63 
0.96 
0.61 
0.83 
1.12 

Table Al: 

o v 248.461 2s.2p 	1-', - 2s.3s 	So 
Mg VI 314.647 314.592 2s2.2p3 2P3 , 2  - 2s.2p4 2 S 1 12  
Mg VI 314.540 2s2.2p3 2 P 1 / 2  - 2s.2p4 2 5 1 12 

Mg VII 434.917 434.917 2s22p2 3 P2 - 2s2p3 3 D3 

Si VII 275.353 275.377 2p4 3 P2 - 2s.2p5 3 P2 

Mg VI 349.163 349.162 2s2.2p3 205/2 - 2s.2p4 	D5/2 

Mg VI 349.124 2s2.2p3 203/2 - 2s.2p4 2 D32  

Fe XI 349.046 3s2.3p4 3 P1 - 3s.3p5 3P0 
Mg VII 434.720 434.691 2s22p2 'P2 - 2s2p3 3 D2 

Mg VII 431.313 431.288 2s22p2 3 P1 - 2s2p3 3 D2 

Mg VII 431.188 2s22p2 'P, - 2s2p3 'D 

Mg VII 431.188 431.141 2s22p2 'F, - 2s2p3 'D 

Mg VII 429.140 429.132 2s22p2 3 P0 - 2s2p3 3 D1 

Mg VII 367.674 367.675 2s22p2 'P, - 2s2p3 3 P2 
Mg VII 367.683 2s22p2 'F, - 2s2p3 'P, 
Si VII 275.667 275.617 2p4 3P1 - 2s.2p5 3 P1 
Mg VII 278.402 278.407 2s22p2 'P, - 2s2p3 'S 
Si VII 278.443 2p'l 3P1 . 2s.2p5 'P, 
Mg VII 276.154 276.148 2s22p2 3 P0 - 2s2p3 'S 
Mg VII 365.234 365.210 2s22p2 3 P1 - 2s2p3 3 P2 

Mg VII 365.176 2s22p2 3 P1 - 2s2p3 3 P0 
Mg VII 365.243 2s22p2 'P 1  - 2s2p3 'F, 

Fe X 358.413 358.455 3s2.3p4(3p).3d 4 Fg / 2  - 

3s.3p5(3p).3d 4 F912  
Ne V 358.484 2s22p2 'P1 - 2s2p3 'S 
C IV 419.713 419.718 1s2 2p 2P3 /2  - 1s2 3s 2 5, 12  

Fe XIII 419.819 3s2 3p2 'So - 3s 3p3 'P, 
Ca X 419.754 3p 'P,,, - 3d 
Mg VII 280.737 280.749 2s22p2 102 - 2s2p3 'P, 
Al VII 353.769 353.741 2s22p3 4,I, 

- 2s2p4 4 P,12  
Si VIII 277.054 277.045 2s22p3 '1352  - 2s2p4 'Dsp 
Mg VII 277.000 2s22p2 'P 1  - 2s2p3 'Si 
Mg VIII 313.754 313.736 2p 2P 1 ,2  - 2s.2p2 

2P i 12  
Mg VIII 436.735 436.726 2p 'P,,, - 2s.2p2 'Dsp 
Mg VIII 430.465 430.445 2p 'Pip - 2s.2p2 2 D3 /2  

Mg VIII 315.039 315.024 2p 2 P,/, - 2s.2p2 2 P112 

Mg VIII 339.006 339.000 2p 'P,,,, - 2s.2p2 'S,p 
Na VIII 411.166 411.164 2s2 l5 	

- 2s.2p 1 P, 
Mg VIII 317.039 317.008 2p 2P3 / 2  - 2s.2p2 2P 1 1, 
Al VIII 285.469 285.449 2p2 'D, - 2s.2p3 'D, 

Mg VI 268.991 269.038 2s2.2p3 'D,/, - 2s.2p4 2P,p 
Mn XV 269.107 3p 2P 1 12  - 3d 'D,p 

Si VIII 314.327 314.345 2s22p3 453/2 
- 2s2p4 4 P 1 12  

Si VIII 319.826 319.839 2s22p3 4 S3/2 - 2s2p4 4 P5 12  
Si VIII 316.205 316.220 2s22p3 453/2 

- 2s2p4 4 P312 

Fe IX 244.909 244.916 3p6 'So - 3p5.3d 3 P1 
Fe IX 241.739 241.747 3p6 'So - 3p5.3d 'P, 
Fe X 365.543 365.565 3s2.3p5 'Fi12 - 3s.3p6 'Si,, 
Ne V 365.603 2s22p2 'D, - 2s2p3 'P, 
Fe IX 171.073 171.061 3p6 1% 

- 3p5.3d 'P1 
Mg VII 319.027 319.023 2s22p2 'D, - 2s2p3 'D, 
Ni XV 319.063 3s2.3p2 'P, - 3s.3p3 'D, 
Fe IX 217.101 217.102 3p6 'Si, - 3p5.3d 'D 
Fe XI 217.112 3s2.3p4 'So - 3s2.3p3(2d).3d 'F, 

Al IX 384.971 385.023 2s2.2p 'F,,, - 2s.2p2 'D,/, 
Mg IX 441.199 441.221 2s.2p 3P0.0 

- 
2p2 3P1.0 

Al IX 392.403 392.414 2s2.2p 'P,p - 2s.2p2 'Dsp 
Fe X 345.723 345.735 3s2.3p5 2F312 - 3s.3p6 
Mg IX 439.176 439.173 2s.2p 3P1.0 - 2p2 3P2.0 
Mg IX 443.973 443.956 2s.2p 3P2.0 - 2p2 3P2.0 
Mg IX 448.293 448.279 2s.2p 'P, 

- 
2p2 'P, 
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Table Al: 

Mg IX 443.403 443.371 2s.2p 3P1.O - 
2p2 3P10 5.6 0.59 0.21 6.07 5.98 

Al IX 282.422 282.431 2s2.2p 2 P 1 1 2  - 2s.2p2 2 P,,2  28.4 0.49 0.23 6.07 6.03 

Fe X 257.239 257.257 3s2.3p5 2 P3 ,2  - 3s2.3p4(3p).3d 4 D7 1 2  132.0 0.71 0.20 6.07 6.04 0.71 

Fe X 257.285 3s2.3p5 2 P3 1 2  - 3s2.3p4(3p).3d 4 D5 1 2  6.04 0.29 

Si VIII 276.838 276.850 2s22p3 2 133 1 2  - 2s2p4 2 D3 1 2  65.6 0.85 0.24 6.08 5.90 0.64 

Si VII 276.839 2p4 3 P0 - 2s.2p5 3 P, 5.77 0.21 

Fe XVII 276.797 2p5.3p 3 1), - 2p5.3d 'D2 6.59 0.12 

Fe X 174.534 174.517 3s2.3p5 2 P3 ,s 2  - 3s2.3p4(3p).3d 205 /2  764.0 1.80 0.86 6.08 6.05 7 	(lIe) 

Mg VIII 311.796 311.778 2p 2 P 1 1 2  - 2s.2p2 2 P3 1 2  79.1 0.55 0.11 6.08 5.91 0.81 	7 

Ni XV 311.755 3s2.3p2 3 P, - 3s.3p3 3 D2 6.36 0.17 

Si IX 258.080 258.095 2s22p2 '02 - 2s2p3 ' 02 49.7 0.31 0.12 6.08 6.03 7 

Si IX 349.873 349.872 2s22p2 3 P2 - 2s2p3 3 D3 140.0 1.03 0.16 6.09 6.03 0.88 

Si IX 349.794 2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.11 

Si IX 345.124 345.130 2s22p2 3 P, - 2s2p3 3 D2 70.9 1.20 0.21 6.09 6.03 

Si IX 296.117 296.128 2s22p2 3 P2 - 2s2p3 3 P2 146.0 1.15 0.27 6.09 6.03 0.77 

Si IX 296.213 2s22p2 3 P2 - 2s2p3 3 P, 6.03 0.23 

Si IX 292.800 292.801 2s22p2 3 P1 - 2s2p3 3 Pç, 70.6 1.43 0.36 6.09 6.03 0.36 

Si IX 292.763 2s22p2 3 P, - 2s2p3 3 P2 6.03 0.34 

Si IX 292.856 2s22p2 3 P1 - 2s2p3 3 P, 6.03 0.30 

Si IX 344.951 344.958 2s22p2 3 P, - 2s2p3 3 D, 17.3 1.26 0.33 6.09 6.03 

Si IX 341.949 341.974 2s22p2 3 P0 - 2s2p3 3 Dt 29.4 1.29 0.25 6.09 6.03 

Si IX 296.213 296.228 2s22p2 3 P2 - 2s2p3 3 P1 34.0 1.13 0.87 6.09 6.03 

Mg IX 368.070 368.063 2s2 'So - 2s.2p 'P, 1070.0 0.48 0.07 6.09 5.98 
Si VIII 216.915 216.936 2s22p3 203/2 - 2s2p4 2 P3 ,, 2  30.6 2.30 1.78 6.10 	5.91 0.75 	7 (Ilo) 

Fe XIV 216.928 3s.3p2 4P2.5 - 3s.3p(3P).3d 4D3.5 6.24 0.25 
Si IX 290.690 290.693 2s22p2 3 Po - 2s2p3 3 P1 33.2 1.08 0.50 6.11 	6.03 
Fe XI 341.113 341.114 3s2.3p4 3 P2 - 3s.3p5 3 P, 37.3 0.82 0.15 6.13 6.10 
Fe XI 356.519 356.530 3s2.3p4 3 P1 - 3s.3p5 3 P, 15.0 1.03 0.35 6.13 6.10 
Fe XI 369.153 369.163 3s2.3p4 3 P, - 3s.3p5 3 P2 37.9 0.91 0.15 6.14 6.10 
Fe XI 352.662 352.672 3s2.3p4 3 P2 - 3s.3p5 3 P2 130.0 0.88 0.14 6.14 	6.11 
Fe XI 406.811 406.791 3s2.3p4 1 D2 - 3s.3p5 3 P2 2.9 1.06 0.42 6.14 	6.11 
Fe XI 188.232 188.209 3s2.3p4 3 P2 - 3s2.3p3(2d).3d 3 P2 1140.0 0.49 0.12 6.14 	6.11 7 (Ilo) 
Fe XI 308.548 308.575 3s2.3p4 'D2 - 3s.3p5 'P, 84.4 0.25 0.05 6.20 6.10 0.61 	7 
Fe XIII 308.686 3s2 3p2 'So - 3s 3p3 35 6.20 0.25 
Ni XIII 308.551 3s2.3p4 3 P0 - 3s.3p5 3 P, 6.29 0.11 
Fe XII 352.106 352.106 3s2.3p3 4

s3,,2 - 3s.3p4 4 P3 ,2  144.0 0.85 0.13 6.20 6.16 
Fe XII 338.278 338.273 3s2.3p3 2 135 	 - 3s.3p4 2 D5 1 2  76.6 0.35 0.06 6.20 6.16 7 
Fe XII 219.437 219.428 3s2.3p3 20312 - 3s2.3p2(3p).3d 2 P3 1 2  136.0 0.63 0.29 6.21 	6.16 7 (110) 
Fe XII 196.648 196.618 3s2.3p3 2 D5 12  - 3s2.3p2(ld).3d 203,2  279.0 0.42 0.21 6.21 	6.16 7 (Ilo) 
Fe XII 346.852 346.857 3s2.3p3 4

s3,2 - 3s.3p4 4 P,,2  66.9 0.91 0.15 6.21 	6.16 
C IV 384.173 384.165 1s2 2p 2 P3 1 2  - 1s2 3d 2 D3 1 2  9.5 0.51 0.14 6.21 	5.09 0.69 ? 

Fe XX 384.220 2s2.2p3 4 
S3/2 - 2s2.2p3 2 P,,2  6.86 0.18 

Fe XII 193.521 193.511 3s2.3p3 4 
S3/2 - 3s2.3p2(3p).3d 4 P3 12  1280.0 0.73 0.15 6.21 	6.16 (110) 

Fe XII 195.118 195.115 3s2.3p3 4 
S3/2 - 3s2.3p2(3p).3d 4 P5 ,, 2  1220.0 1.28 0.25 6.21 	6.16 (Ilo) 

Fe XII 192.393 192.373 3s2.3p3 4 S3 1 2  - 3s2.3p2(3p).3d 4 P,12  2370.0 0.14 0.02 6.21 	6.16 7 (11e) 
S XII 291.367 291.359 2s.2p2 203,2 

- 2p3 2 D3 1 2  10.3 0.26 0.16 6.21 	6.32 0.55 	72  

Mg VI 291.363 2s2.2p3 2 P,,2  - 2s.2p4 2 P,p 5.66 0.45 	7 
Fe XII 364.467 364.468 3s2.3p3 4 

S1/2 - 3s.3p4 4 P5 ,, 2  233.0 0.78 0.12 6.21 	6.16 
Fe XII 186.884 186.883 3s2.3p3 2 D5 1 2  - 3s2.3p2(3p).3d 2 F7 12  1330.0 0.33 0.09 6.22 6.16 0.63 	7 (Ilo) 
Fe XII 186.851 3s2.3p3 3 D3 1 2  - 3s2.3p2(3p).3d 2 F5p 6.16 0.32 	(Ilo) 
Cr XIII 328.267 328.259 3s2 'So - 3s.3p 'P1 91.0 0.52 0.09 6.22 6.19 0.57 
Al VIII 328.185 2p2 3 P2 - 2s.2p3 3 P, 5.92 0.33 
Si X 356.012 356.027 2p 2 P3 12  - 2s.2p2 205/2 218.0 1.00 0.15 6.22 6.13 0.88 
Si X 356.050 2p 2 P3 12  - 2s.2p2 2 03 ,2  6.13 0.12 
Si X 253.788 253.808 2p 2 P 1 ,, 2  - 2s.2p2 2 P3 1 2  207.0 0.36 0.10 6.22 6.13 7 
Si X 258.372 258.368 2p 2 P3 1 2  - 2s.2p2 2 P3 1 2  377.0 1.03 0.19 6.22 6.13 
Fe XII 382.866 382.854 3s2.3p3 2 P3 p - 3s.3p4 2 1)5 12  7.1 0.68 0.21 6.22 6.16 
Fe XIV 358.681 358.667 3s.3p2 2132.5 - 3p3 202.5 72.6 0.84 0.14 6.22 	6.25 0.37 
Fe Xl 358.621 3s2.3p4 a pe - 3s.3p5 3 P, 6.10 0.32 

2 Previously identified as only Mg VI 
3 Previously identified as only Cr XIII 
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Table Al: 

£)J Al 000.00b S I - 	 4 

Ne IV 358.686 2 P3 12  2s2 2p3 205/2 - 2s 2p4 

Si X 261.063 261.049 2p 2 P3 ,2  - 2s.2p2 2 P 1 1 2  

Si X 347.403 347.406 2p 2 P112 - 2s.2p2 2 D3 1 2  

Si X 271.983 271.992 2p 2 P 1 1 2  - 2s.2p2 251/2 

Si X 277.255 277.268 2p 2 P3 ,2  - 2s.2p2 2 S i 1 2  

Fe XII 291.053 291.007 3s2.3p3 20512 - 3s.3p4 2 P3 ,2  

Fe XIV 291.050 3s.3p2 4P1.5 - 
3p3 201.5 

AIX 332.789 332.782 2s2 I5 	- 2s.2p 'P1 

S X 264.230 264.221 2s22p3 	3/2 - 2s2p4 4 P5 ,2  
S X 259.496 259.495 2s22p3 4 

S3/2 - 22F4 	312 
S X 257.146 257.144 2s22p3 	S3/2 - 2s2p4 4 P 1 1 2  
Fe XIII 240.696 240.723 3s2 3p2 3 P0 - 3s 3p3 3S, 
Fe XIV 363.750 363.753 3s.3p2 2D2.5 - 

3p3 2D1.5 
Mg VII 363.772 2s22p2 3 P0 - 2s2p3 3 P, 

Fe XIII 311.552 311.555 3s2 3p2 3 P1 - 3s 3p3 3 P2 

Fe XIII 318.128 318.120 3s2 3p2 'D2 -3s 3p3 'D2 
Fe XIII 312.109 312.174 3s2 3p2 3 P1 -3s 3p3 3 P1 

Fe XIII 359.642 359.644 3s2 3p2 3 P 1  -3s 3p3 3 D2 
Fe XIII 413.032 412.997 3s2 3p2 'D2 - 3s 3p3 3 o, 
Fe XIII 368.171 368.163 3s2 3p2 'P2 - 3s 3p3 3 03 
Fe XIII 320.809 320.800 3s2 3p2 3 P2 - 3s 3p3 3 P2 
Fe XIII 312.872 312.868 3s2 3p2 'P1 -3s 3p3 3 P0 
Fe XIII 201.128 201.121 3s2 3p2 3 P 1  - 3s2 3p 3d 'ID, 
Fe XIII 348.183 348.182 3s2 3p2 'Po - 3s 3p3 
Fe XIII 321.400 321.463 3s2 3p2 3 P2 - 3s 3p3 'Pi 
Fe XIII 246.211 246.195 3s2 3p2 'P 1  - 3s 3p3 'S 
Fe XIII 251.956 251.943 3s2 3p2 'P2 - 3s 3p3 'S 
Fe XIII 213.771 213.774 3s2 3p2 3 P2 - 3s2 3p 3d 3 P2 
Fe XIII 209.621 209.615 3s2 3p2 'P, - 3s2 3p 3d 3 P2 
Fe XIII 221.827 221.830 3s2 3p2 'D2 - 3s2 3p 3d 'D, 
Fe XIII 204.263 204.251 3s2 3p2 3 P1 - 3s2 3p 3d 'D2 
Fe XIII 203.828 203.824 3s2 3p2 3 P2 - 3s2 3p 3d 3 D3 
Fe XIII 203.797 3s2 3p2 3 P2 - 3s2 3p 3d 3 D2 
Fe XIII 359.842 359.830 3s2 3p2 'P, -3s 3p3 3 D, 
Fe XIII 204.945 204.952 3s2 3p2 'P2 - 3s2 3p 3d 'D, 
Fe XIII 202.044 202.043 3s2 3p2 'Po - 3s2 3p 3d 3 P1 
Si XI 361.412 361.406 2s.2p 'Po 

- 
2p2 3 P1 

Fe X 361.406 3s2.3p4(3p).3d 4 F712 - 

3s .3p5(3p*).3d 4 F7 1 2  
Fe XIV 429.544 429.540 3s2.3p 2P0.5 - 3s.3p2 4P1.5 
Fe XII 429.520 3s2.3p3 203/2 - 3s.3$ 4 P5 /2  
Fe XV 321.802 321.782 3s3p 3P2 - 3p2 3 P1 
Ni XIII 321.882 3s2.3p4 3 P1 - 3s.3p5 3 P2 
Fe X 321.732 3s2.3p4(3p).3d 4 D5 /2  - 

3s .3p5(3p*).3d 4 F7 / 2  
Fe XIV 299.413 299.427 3s.3p2 4P2.5 - 3p3 2D1.5 
Fe XIV 447.331 447.343 3s2 3p 2 P3 /2  - 39 3p2 4 P5 1 2  
Fe XIV 444.257 444.241 3s2 3p 2 P 1 / 2  - 35 3p2 4 P l /2  
Si XI 365.433 365.419 2s.2p 3P2 - 2P2  
Si XI 371.503 371.499 2s.2p 3P2 - 

2p2 3 P1 
Fe XIV 219.136 219.117 3s2 3p 2 P3 j3  - 3s2 3d 
Fe XIV 274.200 274.209 3s2 3p 2 P 1 12  - 3s 3p2 2 S 1 / 2  
Fe XIV 356.641 356.649 3s2 3p 2 P3 /2  - 3s 32 2 03/2  

Fe XIV 334.172 334.171 3s2 3p 2 P 1 / 2  -3s 3p2 20 
Fe XIV 264.780 264.783 3s2 3p 2 P3 12  - 3s 3p2 2 P,/2  
Fe XIV 252.191 252.201 3s2 3p 2 P 1 12  - 3s 3p2 2 P3 /2  

4 Previously identified as Fe XII 
5 Previously identified as only Fe XIV 
6 Previously identified as only Fe XV 
7 Previously unidentified 

5.30 0.12 
140.0 0.97 0.21 6.22 6.13 
210.0 0.87 0.22 6.22 6.13 
131.0 0.80 0.17 6.22 6.13 
114.0 0.75 0.18 6.22 6.13 
109.0 0.40 0.08 6.23 6.16 0.80 ? 

6.24 0.20 
159.0 0.82 0.13 6.24 6.09 
96.3 1.29 0.45 6.25 6.13 

123.0 0.68 0.25 6.25 6.13 
28.8 1.52 0.95 6.25 6.13 

148.0 0.84 0.36 6.27 6.20 
11.2 4.49 1.28 6.27 6.24 0.78 7 

5.81 0.22 

40.8 0.47 0.13 6.27 6.20 
96.0 0.28 0.05 6.27 6.20 
85.9 1.02 0.18 6.27 6.20 

147.0 0.72 0.11 6.27 6.20 
6.9 0.82 0.23 6.27 6.20 

128.0 0.76 0.16 6.27 6.20 
172.0 0.79 0.13 6.28 6.20 
47.6 0.89 0.27 6.28 6.20 

394.0 0.87 0.32 6.28 6.21 (11°) 
128.0 1.12 0.17 6.28 6.20 
32.9 1.32 0.32 6.28 6.20 

160.0 1.81 0.57 6.28 6.20 
364.0 1.49 0.27 6.28 6.20 

	

58.3 3.02 1.48 6.28 6.21 
	

7 (Ilo) 

	

93.7 
	

1.90 1.05 6.28 6.21 
	

7 (ho) 

	

152.0 
	

1.75 0.57 6.28 6.21 
	

7 (ho) 

	

141.0 
	

1.04 0.32 6.28 6.21 
	

(IIo) 

	

1060.0 
	

1.25 0.22 6.28 6.21 0.75 (Ilo) 
6.21 0.25 

22.41 1.70 0.37 6.28 6.20 

	

348.01 0.28 0.08 6.28 6.21 
	

7 (Ilo) 

	

646.0 2.00 0.39 6.28 6.21 
	

(Ilo) 
23.7 0.54 0.11 6.29 6.20 0.78 7 

6.04 0.22 

3.1 1.41 0.48 6.30 6.24 0.74 
6.16 0.26 

35.4 0.68 0.17 6.32 6.29 0.59 6  

6.29 0.18 
6.04 0.16 

	

35.3 0.85 0.36 6.33 6.24 
	7 

34.3 1.74 0.28 6.33 6.24 

	

11.9 2.73 0.68 6.33 6.24 
	

9 

39.8 0.76 0.14 6.33 6.20 
14.5 0.76 0.21 6.34 6.20 

412.0 1.26 0.23 6.34 6.24 
1030.0 1.01 0.16 6.34 6.25 

18.0 1.33 0.45 6.34 6.24 
642.0 1.12 0.17 6.34 6.24 

1040.0 0.92 0.14 6.34 6.25 
190.0 1.23 0.40 6.34 6.25 
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Table Al: 

Fe XIV 289.148 289.171 3s2 3p 2 P3 1 2  - 3s 3p2 	5l/2 74.3 1.05 0.34 6.34 6.25 

Fe XIV 270.507 270.522 3s2 3p 2 P3 ,t 2  - 3s 3p2 2 P,12  489.0 1.09 0.18 6.34 6.25 

Fe XIV 220.088 220.072 3s2 3p 2 P3 , 2  - 3s2 3d 253.0 1.57 0.34 6.34 6.25 

Fe XIV 211.320 211.315 3s2 3p 2 P,p - 3s2 3d 2 D5 12  1020.0 1.83 0.31 6.34 6.25 

Si XI 303.324 303.324 2s2 'So - 2s.2p 'P, 2930.0 0.65 0.10 6.34 6.20 

S XI 285.822 285.830 2s22p2 3 P, - 2s2p3 3 D2 68.4 1.19 0.31 6.34 6.24 

Fe XIV 257.381 257.395 3s2 3p 2 P,12  - 3s 3p2 2 P,,2  187.0 2.05 0.44 6.34 6.25 

S XI 281.401 281.440 2s22p2 3 P0 - 2s2p3 3 D, 36.3 1.81 0.82 6.35 6.24 

S Xl 246.895 246.887 2s22p2 3 P2 - 2s2p3 3 P2 104.0 0.64 0.28 6.35 6.24 

S XI 239.816 239.834 2s22p2 3 P0 - 2s2p3 3 P, 130.0 0.25 0.11 6.35 6.24 

S Xl 285.587 285.578 2s22p2 3 P, - 2s2p3 3 D, 53.4 0.61 0.21 6.35 6.24 

S Xl 247.159 247.159 2s22p2 3 P2 - 2s2p3 3 P, 85.0 0.44 0.22 6.36 6.24 
Ni XVI 239.550 239.488 3s2 3p 2P,p - 3s 3p2 25,,3 174.0 0.72 0.37 6.37 6.39 

Fe XI 239.422 3s2.3p4 3 P2 - 3s2.3p3(2d).3d 3 1)5 6.10 
Fe XV 393.980 393.969 3s2 'So - 3s3p 3 P2 16.1 0.83 0.17 6.38 6.29 
Fe XV 417.258 417.245 3s2 'So - 3s3p 3 P1 339.0 0.87 0.13 6.38 6.29 

Fe XV 372.787 372.758 3s3d 3 D3  - 3p3d 3 F4 16.2 0.15 0.04 6.38 6.29 

Fe XV 284.160 284.158 3s2 'So - 3s3p 'P, 7560.0 1.28 0.19 6.38 6.29 

Fe XV 327.011 327.030 3s3p 3P2 
- 

3p2 'D2 87.5 1.12 0.20 6.38 6.29 

S XII 299.518 299.534 2s2.2p 2 P3 12  - 2s.2p2 2 D5 12  47.2 1.34 0.54 6.39 6.31 
S XII 288.434 288.401 2s2.2p 2 P,12  - 2s.2p2 	D3 /2  135.0 1.89 0.35 6.39 6.32 
Fe XV 292.372 292.392 3s3p 3P, - 3p2 S F2 55.8 0.51 0.19 6.39 6.29 
Ni XV 298.151 298.118 3s2.3p2 3 P0 - 3s.3p3 3 D, 41.3 0.90 0.36 6.39 6.36 
Fe XV 312.539 312.554 3s3p 3P, 

- 3p2 'D2 66.2 1.15 0.27 6.39 6.29 
Co XVII 312.543 3s 25,/3 

- 3p 2 Pa 1 2  6.43 
Cr XIV 412.052 412.039 3s 2 S

1/2 - 3p 2 P 1 ,, 2  30.4 0.73 0.12 6.40 6.24 
Cr XIV 389.864 389.854 3s 	S , 12 - 

3p 2 F3 1 2  77.3 0.58 0.09 6.40 6.24 
Fe XV 243.790 243.780 3s3p 'P, - 3s3d 'D2 545.0 1.38 0.27 6.40 6.29 
Ar XIV 243.740 2p 2 P 1 1 2  - 2s.2p2 2 D3 1 2  6.49 
Ni XVI 288.166 288.163 3s2 3p 2 P,,2  - 3s 3p2 2 D3 1 3  59.1 1.23 0.35 6.41 6.39 
S XIII 256.684 256.683 2s2 'So - 2s.2p 'P1 527.0 2.35 0.39 6.41 	6.38 
Fe XVI 265.014 265.018 3p 2 P3 ,2  - 3d 84.0 0.64 0.20 6.42 6.34 
Mn XV 361.011 360.963 3s 2S 	

- 
3p 2 P3 ,2  78.7 0.46 0.08 6.42 6.32 

Ni XVII 366.797 366.800 3s2 'So - 3s.3p 3 P, 21.0 0.26 0.05 6.42 6.41 
Mn XV 384.764 384.745 3s 2S,,2 

- 3p 2 P,, 2  26.9 0.65 0.11 6.42 6.32 
Fe XVI 360.761 360.754 3s 25/3 

- 3p 2 P,, 2  4320.0 0.84 0.16 6.42 6.34 
Fe XVI 335.410 335.401 3s 25/2 

- 3p 2 P3 ,, 3  10400.0 0.71 0.13 6.42 6.34 
Ni XVII 249.177 249.178 3s2 'So - 3s.3p 'P, 534.0 0.97 0.18 6.42 6.41 
Ar XIII 236.272 236.335 2s2.2p2 5 P0 - 2s.2p3 3 D, 248.0 1.09 0.48 6.42 6.41 
Fe XVI 251.074 251.067 3p 2 P,,, 2  - 3d 2 D3 1 2  445.0 0.72 0.14 6.42 6.34 
Fe XVI 262.984 262.978 3p 2 P3 ,2  - 3d 654.0 0.83 0.13 6.42 6.34 
Fe XIV 353.831 353.833 3s2 3p 2 P3 1 2  - 3s 3p2 2fl5,3 291.0 1.36 0.21 6.42 6.24 
Ar XVI 353.920 1s2.2s 2 S 1 1 2  - ls2.2p 3 P3 ,2  6.61 
Co XVII 339.495 339.540 3s 2S I/2 - 

3p 2 P,12  9.3 0.89 0.46 6.45 6.43 
Ni XVIII 320.565 320.558 3s 2Sf2 - 3p 2 F,1 2  152.0 1.09 0.18 6.45 6.45 
S XIV 417.660 417.640 1s2.2s 2 S 1 , 2  - ls2.2p 2 P3 1 2  184.0 3.95 0.60 6.45 6.44 
S XIV 445.700 445.660 1s2.2s 2 S 1 ,2  - 1s2.2p 2 P,,3  65.5 5.23 0.81 6.46 6.44 
Ni XVIII 291.984 291.988 3S 2 S

1/2 - 
3p 2 F3 12  357.0 0.97 0.15 6.46 6.45 

Fe XVII 367.261 367.287 2p5.3s 3P2 - 2p5.3p 3 D3 7.5 1.18 0.63 6.47 6.59 
Fe XVII 358.243 358.247 2p5.3s 'P, 

. 
2p5.3p 3 P, 7.0 1.00 0.45 6.50 6.59 

Fe XVII 409.690 409.705 2p5.3s 3P2 
- 

2p5.3p as! 6.7 2.04 0.64 6.50 6.58 
Fe XVII 350.496 350.477 2p5.3s 3P2 

- 
2p5.3p 3 D3  21.1 1.08 0.27 6.50 6.59 

Ar XV 221.151 221.138 2s2 'S 	- 2s.2p 'p, 64.7 4.81 2.35 6.50 6.54 
Fe XVII 347.850 347.814 2p5.3s 3P, - 2p5.3p '03 14.4 1.04 0.29 6.51 	6.60 
Fe XVII 254.868 254.892 2p5.3s 3P, - 2p5.3p 'So 53.7 0.99 0.49 6.51 	6.60 
Ar XVI 389.135 389.075 1s2.2s 25/3 

- 1s2.2p 2 P,,2  12.8 4.64 0.92 6.59 6.61 
Fe XVII 389.081 2p5.3s 'F, 

- 
2p5.3p 	D3 6.59 

K XVI 206.253 206.267 2s2 'S 	- 2s.2p 'P, 123.0 0.03 0.01 6.59 6.61 

8 Previously identified as Zn XX 
9 Previously identified as Ni XVIII 

' ° Possible beind with Ar XVI 

? (Ilo) 
7 (Ilo) 

9 

9 

9 

7 

0.82 
0.17 

9 

9 

7 

0.76 
0.23 

7 

0.75 
0.25 

8 

7 

9 

0.69 '° 
0.28 

7 

7 

7 

7 (Ilo) 

0.88 7 
0.12 

7 (Ilo) 
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Table Al: (continued) 
Ion Ath A0b Transition 1ot, li,/ +1- log 	log 	frac 

(A) (A) lob Tm ax 

Ar XVI 353.920 353.963 1s2.2s 'S 1 ,2  - 1s2.2p 'P3 1 2  7.7 14.50 7.12 6.60 6.61 

Ca XVIII 344.760 344.772 1s2.2s 2 S 1 12 - 1s2.2p 2 P 1 1 2  13.6 0.96 0.35 6.73 6.75 

Ca XVIII 302.190 302.167 1s2.2s 2 S 1 1 2  - 1s2.2p 2 P3 ,, 2  25.3 1.14 0.46 6.73 6.75 
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Appendix B 

The CDS observations (1996-1998) 

Table Wi: The observations 1996-1998. The columns indicate: the fits file name; the date 
of the start of the observation; the starting time (UT); the spectrometer used; the pointing, 
in Solar X and Y (arc sec from Sun centre); the CDS study name; and a comment. In 
case of multiple exposures, within the same CDS study, only the description for the first 

s4053r00-rl1 1996/08/07 12:41 NIS 
( 

398, -802) UHEOfli/vi lest for (il-i study 
s4054r00 1996/08/07 14:05 GIS 

( 
397, -699) CHMAPA/v2 Test for CH study 

s4055r00 1996/08/07 14:08 GIS 
( 

396, -742) CHMAP..A/v2 Test for CH study 
s4056r00 1996/08/07 14:10 GIS 

( 
401, -782) CHMAPA/v2 Test for CH study 

s4057r00 1996/08/07 14:13 GIS 
( 

399, -823) CHMAP..A/v2 Test for CH study 
s4058r00 1996/08/07 14:16 015 

( 
400, -862) CHMAPA/v2 Test for CH study 

s4059r00 1996/08/07 14:19 015 
( 

400, -901) CHMAPA/v2 Test for CH study 
s4060r00 1996/08/07 14:22 GIS 

( 
400, -689) CHMAPB/v3 Test for CH study 

s4084r00 1996/08/08 21:58 GIS 
( 

-1, 784) CHBNDCl/vI Test for CH study 
s4097r00 1996/08/09 20:37 NIS ( 61, 812) BOUNDY/v4 Test for CH study 
s4098r00 1996/08/09 20:50 015 ( 62, 813) NSGSCAN1/vl Test for CH study 
s4099r00--rlI 1996/08/09 22:31 NIS 

( 
62, 812) CHBOPT2/vl Test for Cl-I study 

s4101rOO 1996/08/10 06:33 NIS ( -121, 939) LIMB/v16 coronal hole study 
s4102r00 1996/08/10 07:10 NIS 

( 
-360, 939) LIMB/v16 coronal hole study 

s4103r00 1996/08/10 07:48 NIS 
( 

-535, 750) BOIJNDJK/v14 coronal hole boundary study 
s4103r01 1996/08/10 08:24 NIS 

( 
-534, 751) BOUNDJ(/v14 coronal hole boundary study 

s4103r02 1996/08/10 09:01 NIS (-535, 750) BOUND..X/v14 coronal hole boundary study 
s4103r03 1996/08/10 09:37 NIS (-535, 750) BOUNIJX/v14 coronal hole boundary study 
s4104r00 1996/08/10 10:14 NIS 

( 
-572, 747) MOVIE_V1/v2 NIS Movie 

s4lO5rOO 1996/08/10 11:10 NIS 
( 

-502, 749) MOVIE..V1/v2 NIS Movie 
s4106r00 1996/08/10 12:07 NIS 

( 
-119, 711) LIMB/v16 coronal hole study 

s4107r00 1996/08/10 12:44 NIS 
( 

-359, 711) LIMB/v16 coronal hole study 
s4108r00 1996/08/10 13:21 NIS 

( 
-593, 711) LIMB/v16 coronal hole study 

s4109r00 1996/08/10 14:00 NIS 
( 

394, 907) LIMB/v16 coronal hole study 
s4llOrOO 1996/08/10 14:37 NIS (152, 918) LIMB/v16 coronal hole study 
s41l1rOO 1996/08/10 15:15 NIS 

( 
623, 674) LIMB/v16 coronal hole study 

s4112r00 1996/08/10 15:52 NIS 
( 

384, 681) LIMB/v16 coronal hole study 
s4113r00 1996/08/10 16:29 NIS (116, 706) LIMB/v16 coronal hole study 
s4114r00 1996/08/10 18:36 NIS 

( 
436, 803) MOVIE.V1/v2 NI movie 

s4117r00 1996/08/11 06:31 NIS 
( 

359, -899) LIMB/v16 S polar coronal hole mapping (NIS) 
s4118r00 1996/08/11 07:08 NIS (116, -902) LIMB/vlG S polar coronal hole mapping (NIS) 
s4119r00 1996/08/11 07:45 NIS ( -122, -902) LIMB/v16 S polar coronal hole mapping (NIS) 
s4120r00 1996/08/11 08:22 NIS 

( 
-358, -902) LIMB/v16 S polar coronal hole mapping (NIS) 

s4121r00 1996/08/11 09:26 CIS 
( 

201, -919) CHMAP.A/v2 Sampled map of ch boundary (5) 
s4122r00 1996/08/11 09:29 CIS 

( 
289, -898) CHMARA/v2 Sampled map of cli boundary (5) 

s4123r00 1996/08/11 09:32 GIS 
( 

361, -880) CHMAP.A/v2 Sampled map of ch boundary (5) 
s4124r00 1996/08/11 09:35 GIS 

( 
359, -848) CHMAP.A/v2 Sampled map of ch boundary (5) 

s4125r00 1996/08/11 09:38 GIS (361, -820) CHMAPA/v2 Sampled map of ch boundary (5) 
s4126r00 1996/08/11 09:40 GIS (359, -790) CHMAPA/v2 Sampled map of ch boundary (5) 
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Table B.l: 

s4127r00 1996/08/11 09:43 UIS 
( 

422, -749) UHMAV_U/vJ bampled map ot cn oounoary tDJ 

s4128r00 1996/08/11 09:57 015 
( 

294, -732) CHMAP_B/v3 Sampled map of cli boundary (5) 

s4129r00 1996/08/11 10:11 018 
( 

206, -768) CHMAP.B/v3 Sampled map of cli boundary (5) 

s4130r00 1996/08/11 10:25 018 
( 

92, -779) CHMAPS/v3 Sampled map of ch boundary (5) 

s4131r00 1996/08/11 10:39 018 (1, -825) CHMAPS/v3 Sampled map of cli boundary (5) 

s4132r00 1996/08/11 10:54 015 
( 

-159, -768) CHMAP.B/v3 Sampled map of ch boundary (5) 

s4133r00 1996/08/11 11:08 GIS (-272, -729) CHMAPS/v3 Sampled map of ch boundary (5) 

s4134r00 1996/08/11 11:22 GIS (-396, -727) CIIMAP.B/v3 Sampled map of ch boundary (5) 

s4135r00 1996/08/11 11:36 GIS 
( 

-481, -718) CHMAP.B/v3 Sampled map of cli boundary (5) 

s4136r00 1996/08/11 11:51 GIS (-379, -860) CHMAPA/v2 Sampled map of cli boundary (5) 
s4137r00 1996/08/11 11:54 GIS 

( 
-330, -831) CHMAPA/v2 Sampled map of cli boundary (5) 

s4138r00 1996/08/11 11:57 GIS 
( 

-472, -801) CHMAPA/v2 Sampled map of cli boundary (5) 
s4139r00 1996/08/11 12:00 GIS (-468, -771) CHMAP..A/v2 Sampled map of ch boundary (5) 
s4140r00 1996/08/11 12:02 GIS (-468, -740) CHMAR.A/v2 Sathpled map of cli boundary (5) 
s4141r00 1996/08/11 12:05 GIS (-501, -711) CHMAPA/v2 Sampled map of ch boundary (5) 
s4142r00 1996/08/11 12:12 NIS 

( 
461, -680) NISATS/v2 spectral atlas 

s4143r00-r11 1996/08/11 13:16 015 
( 

76, -803) IITBNDWE/v2 Test for CII study 
s4145r00-r11 1996/08/11 16:15 NIS 

( 
-420, 729) CIIBOPT2/v1 CH boundary studies (N) 

s4146r00 1996/08/11 17:13 015 (-398, 779) NSGSCAN1/vl CH boundary studies (N) 
s4147r00 1996/08/11 18:54 015 (401, 739) DEMGIS/vl CH boundary studies (N) 
s4148r00 1996/08/11 20:14 NIS 

( 
0, 729) MOVIEV1/v2 NlS Movie 

s4149r00 1996/08/11 21:14 015 
( 

0, 749) NSGSCAN1/vl CII boundary studies (N) 
s4150r00 1996/08/11 22:55 GIS 

( 
0, 707) DEM_GlS/vl CR boundary studies (N) 

s4152r00 1996/08/12 06:32 ON 
( 

955, 0) G2AL/vI W limb detection 
s4153r00 1996/08/12 07:06 GIS 

( 
991, -1) NSGSCAN1/vI Looking off-limb W 

s4154r00 1996/08/12 08:47 015 (1126, -1) NSGSCAN1/vl Looking off-limb W 
s4155r00 1996/08/12 10:28 015 

( 
1261, -1) NSGSCAN1/vI Looking off-limb W 

s4156r00 1996/08/12 12:10 NIS 
( 

954, 360) LIMB/v16 Looking at W limb 
s4157r00 1996/08/12 12:47 NIS 

( 
954, 118) LIMB/v16 Looking at W limb 

s4158r00 1996/08/12 13:24 NIS 
( 

953, -123) LIMB/v16 Looking at W limb 
s4159r00 1996/08/12 14:01 NIS 

( 
952, -363) LJMB/v16 Looking at W limb 

s4160r00 1996/08/12 14:31 NIS (179, -852) LIMB/v16 Looking at W limb 
s4161r00 1996/08/12 15:11 NlS 

( 
421, 758) LIMB/v16 Looking at W limb 

s4162r00 1996/08/12 15:48 NIS (180, 758) LIMB/v16 Looking at W limb 
s4163r00 1996/08/12 16:25 NIS 

( 
0, 517) LIMB/v16 CII boundary studies (N+S) 

s4165r00-r11 1996/08/12 17:25 NIS 
( 

49,719) CIIBOPT2/v1 CH boundary studies (N) 
s4166r00-rll 1996/08/12 18:22 NIS 

( 
-12, 717) CIIBOPT2/vl CH boundary studies (N) 

s4167r00 1996/08/12 19:21 GIS (0, 749) NSGSCAN1/vl CII boundary studies (N) 
s4168r00 1996/08/12 21:01 GIS (0, 809) NSGSCAN1/v1 CH boundary studies (N) 
s4169r00 1996/08/12 22:42 GIS 

( 
0, 707) DEMGIS/vl CH boundary studies (N) 

s4171r00 1996/08/13 06:32 GIS (-955, -2) G2AL/v1 East limb detection 
s4172r00 1996/08/13 07:32 GIS (-1058, -1) GEAST/vl J0P44 E Limb 
s4172r01 1996/08/13 08:03 GIS (-1199, -1) GEAST/vl J0P44 E Limb 
s4174r00 1996/08/13 09:48 NIS 

( 
-957, 114) LIMB/v16 J0P44 E Limb 

s4175r00 1996/08/13 10:25 NIS 
( 

-955, -126) LIMB/v16 .J0P44 E Limb 
s4176r00 1996/08/13 11:02 NIS 

( 
-953, -364) LIMB/v16 J0P44 E Limb 

s4177r00 1996/08/13 12:06 015 
( 

-252, 725) SPECTJ/vI 01 spectral atlas 
s4178r00 1996/08/13 15:44 018 (-253, 763) NSGSCAN1/vl CII boundary studies (N) 
s4179r00-r11 1996/08/13 17:25 NIS 

( 
-234, 741) CHBOPT2/vl CII boundary studies (N) 

s4180r00 1996/08/13 18:30 NIS 
( 

0, 719) MOVIEV1/v2 NIS Movie 
s4181r00 1996/08/13 19:31 GIS 

( 
0, 749) NSGSCAN1/vl CII boundary studies (N) 

s4182r00 1996/08/13 21:12 018 
( 

0,808) NSGSCANI/vl CII boundary studies (N) 
s4183r00 1996/08/13 22:52 015 

( 
0, 707) DEMGIS/vl CII boundary studies (N) 

s4192r00 1996/08/14 19:46 015 
( 

0, 721) IITBNDSS1/v2 CII boundary studies (N) - test 
s4192r01 1996/08/14 19:57 018 

( 
0, 719) IITBNDSSI/v2 CII boundary studies (N) - test 

s4193r00-r11 1996/08/14 20:09 NlS 
( 

0, 720) CHBOPT2/vI CII boundary studies (N) 
s4194r00 1996/08/14 21:32 GlS 

( 
0, 780) NSGSCAN1/vl CII boundary studies (N) 

s4195r00 1996/08/14 22:55 018 
( 

0, 740) DEMGIS/vl CII boundary studies (N) 
s4197r00 1996/08/15 06:32 GlS 

( 
955, 0) G2AL/vl West limb detection 

s4198r00 1996/08/15 07:31 GIS 
( 

1009, -42) BROAD/vl Line broadening 
s4199r00 1996/08/15 10:22 NlS (954, 360) LIMB/v16 J0P44 W Limb 
s4200r00 1996/08/15 10:59 NIS 

( 
954, 118) LIMB/v16 J0P44 W Limb 
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s4201rOO 1996/08/15 11:36 NIS ( 953, -123) LIMB/v16 J0P44 W Limb 

s4202r00 1996/08/15 12:14 NIS ( 952, -363) LIMB/v16 30P44 W Limb 

s4206r00-rll 1996/08/15 14:40 NIS (16, 716) CHBOPT2/v1 CH boundary studies (N) 

s4207r00-rl1 1996/08/15 15:37 NIS ( -41, 718) CHBOPT2/vl CH boundary studies (N) 

s4208r00 1996/08/15 17:00 GIS ( 1, 761) NSGSCAN1/vl CU boundary studies (N) 

s4209r00 1996/08/15 18:41 GIS (0, 728) DEMGIS/vl CU boundary studies (N) 
s4211r00 1996/08/16 02:34 GIS (-451, 883) CHBNDGI/vl CR boundary studies (NE limb) 
s4212r00-rll 1996/08/16 09:17 NIS (-449, 809) CHBOPT2/vI CH boundary studies (NE limb) 

s4213r00-rl1 1996/08/16 10:15 NIS (-510, 809) CHBOPT2/vI CH boundary studies (NE limb) 
s4214r00-rll 1996/08/16 11:12 NIS (-571, 807) CHBOPT2/vl CH boundary studies (NE limb) 
s4215r00 1996/08/16 12:11 NIS ( 360, 817) LIMB/v16 CH boundary studies (N) 
s4216r00 1996/08/16 12:49 NIS (119, 819) LIMB/v16 Cl-I boundary studies (N) 
s4217r00 1996/08/16 13:26 NIS (-122,818) LIMB/v16 Cl-I boundary studies (N) 
s4218r00 1996/08/16 14:03 NIS (-360, 817) LIMB/v16 CH boundary studies (N) 

s4219r00 1996/08/16 14:42 015 ( 42, 769) NSGSCAN1/vl CR boundary studies (N) 

s4220r00-rl1 1996/08/16 16:23 NIS ( 41,798) CUBOPT2/vl CR boundary studies (N) 
s4227r00 1996/08/16 20:21 015 ( 0,799) NSGSCAN1/v1 CH boundary studies (N) 
s4228r00 1996/08/16 22:02 015 ( 0, 757) DEM_GIS/vi CH boundary studies (N) 
s4231r00 1996/08/17 06:33 NIS (360,939)  LIMB/v16 JOP 44 / North CR 
s42321,00 1996/08/17 07:10 NIS ( 119, 939) LIMB/v16 JOP 44 / North CR 
s4233r00 1996/08/17 07:48 NIS ( -122, 939) LIMB/v16 JOP 44 / North CH 
s4234r00 1996/08/17 08:25 NIS ( -362, 938) LIMB/v16 JOP 44 / North CR 
s4235r00 1996/08/17 09:03 NIS ( 549, 778) MOVI&V1/v2 J0P44/CH Bound (NW) 
s4236r00 1996/08/17 10:00 NIS ( 621, 697) LIMB/v16 JOP 44 / North Cl-I Boundary 
s4237r00 1996/08/17 10:37 NIS ( 357, 697) LIMB/v16 JOP 44 / North CU Boundary 
s4238r00 1996/08/17 11:15 NIS ( 117, 697) LIMB/v16 JOP 44 / North CR Boundary 
s4239r00 1996/08/17 12:19 015 ( 0, -2) SPECT_1/vI 015 ATLAS 
s4240r00 1996/08/17 15:33 NIS ( -120, 941) LIMB/v16 JOP 44/ NE Coronal Hole 
s4241r00 1996/08/17 16:11 NIS ( -362, 938) LIMB/v16 JOP 44/ NE Coronal Hole 
s4242r00 1996/08/17 16:48 NIS ( -119, 711) LIMB/v16 JOP 44/ NE Coronal Hole 
s4243r00 1996/08/17 17:25 NIS ( -362, 710) LIMB/v16 JOP 44/ NE Coronal Hole 
s4244r00 1996/08/17 18:02 NIS ( -600, 709) LIMB/v16 JOP 44/ NE Coronal Hole 
s4245r00-rI1 1996/08/17 18:40 NIS ( 19,758) CHBOPT2/v2 Coronal Hole Studies (N) 
s4246r00 1996/08/17 20:03 CIS ( -1, 749) DEMGIS/vl DEM - 015 
s4247r00 1996/08/17 21:04 GIS ( 0, 788) NSGSCAN1/v1 N-S CH scan 
s4248r00 1996/08/17 23:11 018 ( 0, -2) GIMCP_1B/v2 GIS MCP I 
s4249r00 1996/08/17 23:40 015 ( 0, -2) GIMCP..2/vI GIS MCP 2 
s4251r00 1996/08/18 06:31 NIS ( 359, -899) LIMB/v16 JOP 44 South CH hole 
s4252r00 1996/08/18 07:08 NIS (115, -903) LIMB/v16 JOP 44 South CH hole 
s4253r00 1996/08/18 07:45 NIS (-121, -901) LIMB/v16 JOP 44 South CH hole 
s4254r00 1996/08/18 08:22 NIS (-361, -904) LIMB/v16 JOP 44 South CH hole 
s4255r00 1996/08/18 09:36 GIS ( 1-1020) NSCSCAN1/v1 CU Scan below south limb JOP 44 
s4256r00 1996/08/18 11:17 015 ( 1, -960) NSCSCAN1/v1 CH Scan below south limb JOP 44 
s4257r00-rl1 1996/08/18 13:03 NIS ( 250, 748) CHBOPT2/v2 North Coronal Boundary Study 
s4258r00 1996/08/18 14:02 GIS ( 226, 772) NSGSCAN1/vl North Coronal Boundary Study 
s4259r00 1996/08/18 15:42 015 ( 232, 733) DEMGIS/vl North Coronal Boundary Study 
s4260r00 1996/08/18 16:47 NIS ( 356, -902) LIMB/v16 JOP 44 South CH hole 
s4261r00 1996/08/18 17:24 NIS (117, -901) LIMB/v16 JOP 44 South CH hole 
s4262r00 1996/08/18 18:01 NIS ( -123, -903) LIMB/v16 JOP 44 South CH hole 
s4263r00 1996/08/18 18:38 NIS ( -362, -901) LIMB/v16 JOP 44 South CH hole 
s4264r00 1996/08/18 19:17 NIS (1, 2) NISAT..S/v2 NIS Atlas 
s4265r00-rlI 1996/08/18 20:22 NIS ( -46, 830) CHBOPT2/v2 Base of Polar Plume 
s4266r00 1996/08/18 21:20 GIS ( -74, 840) NSGSCAN1/vl Base of Polar Plume 
s42671,00 1996/08/18 23:00 GIS ( -68, 843) DEMGIS/vl Base of Polar Plume 
s4269r00 1996/08/19 07:18 GIS ( 967,0) G2AL/v1 JOP 44 West Limb 
s4270r00 1996/08/19 08:17 GIS ( 1070,0) GWEST/vl JOP 44 West Limb 
s4270r01 1996/08/19 08:48 GIS (1212, 0) GWEST/vl JOP 44 West Limb 
s42711-00 1996/08/19 09:56 NIS ( 965, 356) LIMB/v16 JOP 44 West Limb 
s4272r00 1996/08/19 10:33 NIS ( 965, 117) LIMB/v16 JOP 44 West Limb 
s4273r00 1996/08/19 11:11 NIS •( 964, -122) LIMB/v16 JOP 44 West Limb 
s4274r00 1996/08/19 11:48 NIS ( 964, -359) LIMB/v16 JOP 44 West Limb 
s4275r00 1996/08/19 12:51 015 ( 1017,0) BROAD/vI West Limb JOP 44 support 
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s4284r00-rl1 1996/08/19 18:31 NIS 
( 

17,730) UfltiUl-'12/v2 Mendian UI-I noI.mUary 

s4285r00 1996/08/19 19:54 015 
( 

-1, 720) NSGSCAN1/vl Meridian OF! Boundary 

s4286r00 1996/08/19 21:35 015 
( 

0, 679) DEMCIS/vl Meridian OH Boundary 

s4287r00 1996/08/19 22:37 NIS 
( 

0, 712) MOVIE_V1/v2 Meridian OH Boundary 

s4290r00 1996/08/20 13:02 GIS (-966, -3) G2AL/v1 JOP 44 East Limb 

s4291r00 1996/08/20 14:02 015 (-1070, 0) GEAST/vi JOP 44 East Limb 

s4291r01 1996/08/20 14:33 GIS (-1215, -3) GEAST/vl JOP 44 East Limb 

s4292r00 1996/08/20 15:40 NIS (-965, 356) LIMB/v16 JOP 44 East Limb 

s4293r00 1996/08/20 16:18 NIS (-966, 116) LIMB/v16 JOP 44 East Limb 

s4294r00 1996/08/20 16:55 NIS (-965, -122) LIMB/v16 JOP 44 East Limb 

s4295r00 1996/08/20 17:32 NIS (-964, -360) LIMB/v16 JOP 44 East Limb 

s4296r00-r11 1996/08/20 19:42 NIS (306, 511) CHBOPT2/v2 Meridian OH Boundary 

s4297r00-rI1 1996/08/20 20:39 NIS 
( 

23, 797) CHBOPT2/v2 Meridian OH Boundary 

s4298r00-rI1 1996/08/20 21:37 NIS 
( 

29, 799) CFIBOPT2/v2 Meridian OH Boundary 

s4299r00 1996/08/20 22:34 NIS 
( 

-10, 799) MOVIELVI/v2 Meridian CH Boundary 

s4312r00 1996/08/21 23:30 015 
( 

478, -960) G2AL/vI J0P44 West Limb 

s4313r00 1996/08/22 00:29 015 
( 

1018, -427) GWEST/vl J0P44 W Limb 

s4313r01 1996/08/22 01:00 015 (1201, 0) GWEST/vl J0P44 W Limb 

s4314r00 1996/08/22 02:08 NIS 
( 

953, 357) LIMB/v16 J0P44 West Limb 
s4315r00 1996/08/22 02:46 NIS 

( 
955,78) LIMB/v16 30P44 West Limb 

s4316r00 1996/08/22 03:23 NIS 
( 

953, -123) LIMB/v16 J0P44 West Limb 

s4317r00 1996/08/22 04:00 NIS 
( 

951, -362) LIMB/v16 J0P44 West Limb 

s4322r00-r11 1996/08/22 13:25 NIS 
( 

9, 779) CHBOPT2/v2 Meridian OH Boundary 

s4323r00-rll 1996/08/22 14:23 NIS 
( 

-51, 777) OHBOPT2/v2 Meridian OH Boundary 

s4324r00-rlI 1996/08/22 15:20 NIS 
( 

-112, 778) OHBOPT2/v2 Meridian OH Boundary 
s4325r00 1996/08/22 16:43 GIS (-68, 728) OHBNDGI/vl Meridian OH Boundary 
s4341r00 1996/08/23 19:02 NIS 

( 
-50, 867) LIMB/v16 JOP 48 /Plumes 

s4342r00 1996/08/23 19:38 NIS 
( 

-49, 866) LIMB/v16 JOP 48 /Plumes 
s4343r00-rl1 1996/08/23 20:15 N1S 

( 
-47, 869) OHBOPT2/v2 JOP 48 /Plumes 

s4344r00 1996/08/23 21:13 NIS 
( 

-45, 867) LIMB/v16 JOP 48 /Plumes 
s4345r00 1996/08/23 21:49 NIS 

( 
-43, 869) LIMB/v16 JOP 48 /Plumes 

s4346r00-rII 1996/08/23 22:26 NIS 
( 

-41, 865) OHBOPT2/v2 JOP 48 /Plumes 
s4347r00 1996/08/23 23:23 NIS 

( 
-40, 868) LIMB/v16 JOP 48 /Plumes 

s4348r00 1996/08/24 00:00 NIS (-38, 866) LIMB/v16 JOP 48 /Plumes 
s4349r00-rl1 1996/08/24 00:37 NIS 

( 
-35, 869) OHBOPT2/v2 JOP 48 /Plumes 

s4350r00 1996/08/24 02:00 015 
( 

-38, 856) NSGSOAN1/vI JOP 48 /Plumes 
s4358r00 1996/08/24 16:02 NIS (368, 932) LIMB/v16 J0P44/OH Bound (NW) 
s4359r00 1996/08/24 16:39 NIS 

( 
126, 930) LIMB/v16 J0P44/OH Bound (NW) 

s4360r00 1996/08/24 17:16 NIS 
( 

-115, 931) LIMB/v16 J0P44/CH Bound (NW) 
s4361r00 1996/08/24 17:54 NIS 

( 
-358, 932) LIMB/v16 J0P44/OH Bound (NW) 

s4362r00 1996/08/24 18:32 NIS 
( 

369, 932) LIMB/v16 J0P44/OF! Bound (NW) 
s4363r00 1996/08/24 19:09 NIS (127, 931) LIMB/v16 J0P44/OH Bound (NW) 
s4364r00 1996/08/24 19:46 NIS 

( 
367, 689) LIMB/v16 J0P44/OH Bound (NW) 

s4365r00 1996/08/24 20:23 NIS (122, 689) LIMB/vlG J0P44/CH Bound (NW) 
s4367r00 1996/08/25 03:28 NIS 

( 
367, 931) LIMB/v16 J0P44/CH Bound (NE) 

s4368r00 1996/08/25 04:06 NIS (126, 930) LIMB/v16 J0P44/OH Bound (NE) 
s4369r00 1996/08/25 04:43 NIS (-116, 930) LIMB/v16 J0P44/OH Bound (NE) 
s4370r00 1996/08/25 05:20 NIS 

( 
-356, 930) LIMB/v16 J0P44/OH Bound (NE) 

s437lr00 1996/08/25 05:57 NIS 
( 

-113, 931) LIMB/v16 J0P44/OH Bound (NE) 
s4372r00 1996/08/25 06:35 NIS 

( 
-358, 932) LIMB/v16 J0P44/CH Bound (NE) 

s4373r00 1996/08/25 07:12 NIS 
( 

-107, 697) LIMB/v16 J0P44/CH Bound (NE) 
s4374r00 1996/08/25 07:49 NIS 

( 
-355, 688) LIMB/v16 J0P44/CH Bound (NE) 

s4375r00 1996/08/25 08:33 NIS (366, -947) LIMB/v16 J0P44/CH BOUND (SW) 
s4376r00 1996/08/25 09:10 NIS (120, -950) LIMB/v16 JOP44/OH BOUND (SW) 
s4377r00 1996/08/25 09:47 NIS 

( 
-114, -950) LIMB/v16 JOP44/CH BOUND (SW) 

s4378r00 1996/08/25 10:24 NIS 
( 

-356, -948) LIMB/v16 J0P44/CH BOUND (SW) 
s4381r00 1996/08/25 12:56 NIS 

( 
-288, 295) LIMB/v16 Activity Boundary 

s4382r00 1996/08/25 13:33 NIS 
( 

-279, 77) LIMB/v16 Activity Boundary 
s4383r00 1996/08/25 14:10 NIS 

( 
-320, -143) LIMB/v16 Activity Boundary 

s4384r00 1996/08/25 15:13 015 
( 

-279, 80) G2AL/vI Activity Boundary 
s4385r00 1996/08/25 15:47 015 

( 
-340, 79) G2AL/vl Activity Boundary 

s4386r00-rl 1 1996/08/25 16:22 NIS 
( 

-258, 77) CHBOPT2/v2 Activity Boundary 
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s4387r00 1996/08/25 17:42 NIS 
( 

366, -947) LIMU/v16 JU?44/U1-1 	UU1NU (bVV) 

s4388r00 1996/08/25 18:19 NIS (121, -949) LIMB/v16 30P44/CH BOUND (SW) 

s4389r00 1996/08/25 18:56 NIS (-114, -950) LIMB/v16 J0P44/CH BOUND (SW) 

s4390r00 1996/08/25 19:33 NIS 
( 

-356, -948) LIMB/v16 J0P44/CH BOUND (SW) 

s4392r00 1996/08/26 02:47 GIS 
( 

954, -1) G2AL/vI JOP 44/West Limb 

s4393r00 1996/08/26 03:47 GIS 
( 

1058, -2) GWEST/vI JOP 44/West Limb 

s4393r01 1996/08/26 04:18 GIS (1201, 0) GWEST/vl JOP 44/West Limb 

s4394r00 1996/08/26 05:25 NIS 
( 

953, 357) LIMB/v16 JOP 44/West Limb 

s4397r00 1996/08/26 07:17 MS 
( 

952, -363) LIMB/v16 JOP 44/West Limb 

s4404r00 1996/08/26 11:21 MS 
( 

-64, 299) LIMB/v16 Equatorial Coronal Hole 

s4405r00 1996/08/26 11:58 NIS 
( 

-72, 79) LIMB/v16 Equatorial Coronal Hole 

s4406r00 1996/08/26 12:35 NIS 
( 

-104, -132) LIMB/v16 Equatorial Coronal Hole 

s4407r00 1996/08/26 13:12 NIS 
( 

-268, -325) LIMB/v16 Equatorial Coronal Hole 
s4408r00 1996/08/26 13:51 GIS 

( 
-64, 79) G2AL/vI Equatorial Coronal Hole 

s4409r00 1996/08/26 14:25 GIS 
( 

-126, 81) G2AL/vI Equatorial Coronal Hole 
s4410r00-r11 1996/08/26 15:00 NIS 

( 
-42, 79) CHBOPT2/v2 Equatorial Coronal Hole 

s4411r00 1996/08/26 16:10 NIS 
( 

-71, 80) BOUNDJC/v14 Equatorial Coronal Hole 
s4412r00 1996/08/26 16:46 NIS 

( 
-63, 81) BOUNDJ(/v14 Equatorial Coronal Hole 

s4413r00 1996/08/26 17:23 NIS (-60, 78) BOUNDJ(/v14 Equatorial Coronal Hole 
s4414r00 1996/08/26 18:00 NIS 

( 
-54, 84) BOUND..X/v14 Equatorial Coronal Hole 

s4415r00 1996/08/26 18:36 NIS 
( 

-46, 76) MOVIEV1/v2 Equatorial Coronal Hole 
s4416r00 1996/08/26 19:33 NIS 

( 
-48, 83) BOUNDY/v4 Equatorial Coronal Hole 

s4417r00 1996/08/26 19:45 NIS 
( 

-45, 80) BOUNDY/v4 Equatorial Coronal Hole 
s4418r00 1996/08/26 19:57 NIS 

( 
-44, 82) BOUNDY/v4 Equatorial Coronal Hole 

s4419r00 1996/08/26 20:09 NIS 
( 

-43, 79) BOUND_Y/v4 Equatorial Coronal Hole 
s4420r00 1996/08/26 20:21 NIS 

( 
-40, 82) BOUNDY/v4 Equatorial Coronal Hole 

s4422r00 1996/08/26 20:45 NIS 
( 

-36, 82) BOUNDY/v4 Equatorial Coronal Hole 
s4431r00 1996/08/27 06:32 GIS 

( 
59, 81) G2AL/v2 Equatorial Coronal Hole 

s4432r00 1996/08/27 08:46 GIS (128, 78) G2AL/v2 Equatorial Coronal Hole 
s4433r00 1996/08/27 11:01 NIS (107, 78) NISAT..S5/v2 Equatorial Coronal Hole 
s4434r00-r11 1996/08/27 12:12 NIS (163, 78) CHBOPT2/v2 Equatorial Coronal Hole 
s4435r00 1996/08/27 13:22 GIS 

( 
958,2) G2AL/v1 JOP 44/East Limb 

s4436r00 1996/08/27 14:25 GIS (-1057, -1) GEAST/vl JOP 44/East Limb 
s4436r01 1996/08/27 14:56 GIS (-1204, -3) GEAST/vi JOP 44/East Limb 
s4437r00 1996/08/27 16:04 NIS ( -954, 358) LIMB/v16 JOP 44/East Limb 
s4438r00 1996/08/27 16:41 NIS 

( 
-956, 115) LIMB/v16 JOP 44/East Limb 

s4439r00 1996/08/27 17:18 NIS 
( 

-958, -125) LIMB/v16 JOP 44/East Limb 
s4440r00 1996/08/27 17:55 NIS 

( 
-952, -363) LIMB/v16 JOP 44/East Limb 

s4448r00-r11 1996/08/28 08:09 NIS 
( 

350,85) CHBOPT2/v2 Equatorial Coronal Hole 
s4452r00 1996/08/28 11:57 NIS 

( 
361,87) LIMB/v16 Equatorial Coronal Hole 

s4453r00 1996/08/28 12:34 NIS 
( 

316, -130) LIMB/v16 Equatorial Coronal Hole 
s4456r00 1996/08/29 06:44 NIS 

( 
491, 27) LIMB/v16 Equatorial Coronal Hole 

s4457r00 1996/08/29 07:21 NIS 
( 

457, 265) LIMB/v16 Equatorial Coronal Hole 
s4465r00 1996/08/29 10:26 NIS 

( 
519, 22) LIMB/v16 Equatorial Coronal Hole 

s4466r00 1996/08/29 11:03 NIS 
( 

486, 264) LIMB/v16 Equatorial Coronal Hole 
s4467r00 1996/08/29 11:40 NIS 

( 
490, 261) COHO22/v8 Equatorial Coronal Hole 

s4467r01 1996/08/29 12:09 NIS 
( 

490, 261) C0H022/v8 Equatorial Coronal Hole 
s4468r00 1996/08/29 12:37 NIS 

( 
495, 266) LIMB/v16 Equatorial Coronal Hole 

s4469r00-r11 1996/08/29 13:14 NIS 
( 

560, 99) CHBOPT2/v2 Equatorial Coronal Hole 
s4471r00 1996/08/29 15:31 NIS 

( 
535, 281) NISAtS5/v2 Equatorial Coronal Hole 

s4472r00 1996/08/29 17:08 GIS 
( 

543, 281) NSGSCAN1/v1 Equatorial Coronal Hole 
s4473r00 1996/08/29 18:46 GIS 

( 
954, -1) G2AL/vl JOP 44/West Limb 

s4474r00 1996/08/29 19:45 GIS (1058, -2) GWEST/vl JOP 44/West Limb 
s4474r01 1996/08/29 20:16 GIS 

( 
1201, 0) GWEST/vl JOP 44/West Limb 

s4475r00 1996/08/29 21:24 NIS 
( 

953, 357) LIMB/v16 JOP 44/West Limb 
s4476r00 1996/08/29 22:01 NIS 

( 
953, 118) LIMB/v16 JOP 44/West Limb 

s4477r00 1996/08/29 22:39 NIS 
( 

954, -122) LIMB/v16 JOP 44/West Limb 
s4478r00 1996/08/29 23:16 NIS 

( 
951, -363) LIMB/v16 JOP 44/West Limb 

s4480r00 1996/08/30 06:42 NIS 
( 

606, 290) LIMB/v16 Equatorial Coronal Hole 
s4481r00-rlI 1996/08/30 07:19 NIS 

( 
641, 292) CHBOPT2/v2 Equatorial Coronal Hole 

s4488r00 1996/08/30 13:26 GIS 
( 

955, -2) G2AL/vl JOP 44/East Limb 
s4490r00 1996/08/30 16:41 NIS ( -953, 116) LIMB/v16 JOP 44/East Limb 
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s4491r00 1996/08/30 17:18 NIb 
( 

-95S, -125) LIMU/v1b JO? 44/11ast LImO 

s4492r00 1996/08/30 17:56 NIS (-952, -363) LIMB/v16 JOP 44/East Limb 

s4493r00 1996/08/30 19:02 NIS 
( 

303, 885) LIMB/v16 JOP 44/East Limb 

s4493r01 1996/08/30 19:38 NIS (303, 885) LIMB/v16 JOP 44/East Limb 
s4494r00-r11 1996/08/30 20:15 NIS (330, 882) CHBOPT2/v2 JOP 48 /Plumes 

s4495r00 1996/08/30 21:38 CIS (308, 883) NSCSCAN1/vl JOP 48 /Plumes 

s4496r00 1996/08/30 23:20 NIS 
( 

708, 290) LIMB/v16 Equatorial Coronal Hole 

s4497r00-rll 1996/08/31 00:00 NIS 
( 

745, 292) CHBOPT2/v2 Equatorial Coronal Hole 

s4498r00 1996/08/31 00:58 NIS 
( 

321, 882) LIMB/v16 JOP 48 /Plumes 

s4498r01 1996/08/31 01:35 NIS 
( 

321, 882) LIMB/v16 JOP 48 /Plumes 

s4499r00-rll 1996/08/31 02:12 NIS (336,882)  CHBOPT2/v2 JOP 48 /Plumes 

s4512rOO 1996/08/31 15:02 NIS (362,957)  LIMB/vlG JOP44/CH Bound 
s4513r00 1996/08/31 15:39 NIS (120, 957) LIMB/v16 JOP44/CH Bound 
s4514r00 1996/08/31 16:16 NIS 

( 
-123, 956) LIMB/v16 JOP44/CH Boujid 

s4515r00 1996/08/31 16:53 NIS 
( 

-366, 952) LIMB/v16 J0P44/CH Bound 
s4516r00 1996/08/31 17:32 NIS 

( 
602, 700) LIMB/v16 30P44/CH Bound 

s4517r00 1996/08/31 18:18 NIS 
( 

599, 720) LIMB/v16 J0P44/CH Bound 
s4518r00 1996/08/31 18:55 NIS (358,719)  LIMB/v16 J0P44/CH Bound 

s4519r00 1996/08/31 19:33 NIS 
( 

119, 715) LIMB/v16 J0P44/CH Bound 
s4520r00 1996/08/31 20:10 NIS 

( 
-121, 715) LIMB/v16 JOP44/CH Bound 

s4521r00 1996/08/31 20:47 NIS 
( 

-361, 718) LIMB/v16 J0P44/CH Bound 
s4522r00 1996/08/31 21:24 NIS 

( 
-601, 718) LIMB/v16 J0P44/CH Bound 

s4523r00 1996/08/31 22:28 GIS (1, 999) G2AL/v2 J0P44/CH Bound 
s4529r00 1996/09/01 10:31 NIS (358, -940) LIMB/v16 J0P44/CH Bound 
s4530r00 1996/09/01 11:09 NIS 

( 
113, -943) LIMB/v16 J0P44/CH Bound 

s4531r00 1996/09/01 11:46 NIS 
( 

-121, -943) LIMB/v16 J0P44/CH Bound 
s4532r00 1996/09/01 12:23 NIS (-361, -942) LIMB/v16 J0P44/CH Bound 
s4533r00 1996/09/01 13:01 GIS (1, -969) G2AL/v2 J0P44/CH Bound (NW) 
s4534r00 1996/09/01 15:15 GIS 

( 
0-1002) G2AL/v2 J0P44/CH Bound (NW) 

s4535r00 1996/09/01 17:29 GIS 
( 

-1-1033) G2AL/v2 J0P44/CH Bound (NW) 
s4536r00 1996/09/01 19:44 NIS 

( 
0-1000) NISAT.S5/v2 J0P44/CH BOUND 

s4538r00 1996/09/02 04:00 GIS 
( 

955, -2) G2AL/vI JOP 44 West Limb 
s4539r00 1996/09/02 04:59 GIS 

( 
1058, -2) GWEST/vI JOP 44 West Limb 

s4539r01 1996/09/02 05:30 GIS 1201,0) GWEST/vl JOP 44 West Limb 
s4540r00 1996/09/02 06:38 NIS ( 953, 357) LIMB/v16 JOP 44 West Limb 
s4541r00 1996/09/02 07:15 NIS 

( 
952, 117) LIMB/v16 JOP 44 West Limb 

s4542r00 1996/09/02 07:52 NIS ( 954, -122) LIMB/v16 JOP 44 West Limb 
s4543r00 1996/09/02 08:29 NIS 

( 
950, -363) LIMB/v16 JOP 44 West Limb 

s4544r00-r1I 1996/09/02 09:08 NIS (115, 810) CHBOPT2/v2 Coronal hole observations 
s4545r00 1996/09/02 10:31 GIS (101, 832) NSGSCAN1/vI Coronal hole observations 
s4546r00 1996/09/02 12:12 GIS (104, 795) DEMGIS/vI Coronal hole observations 
s4547r00 1996/09/02 13:14 NIS (110, 810) MOVIEN1/v2 Coronal hole observations 
s4565r00 1996/09/03 18:27 GIS (-956, -3) C2AL/v1 JOP 44 East Limb 
s4566r00 1996/09/03 19:27 GIS (-1057, -1) GEAST/vl JOP 44 East Limb 
s4566r01 1996/09/03 19:58 GIS (-1204, -3) GEAST/vI JOP 44 East Limb 
s4567r00 1996/09/03 21:06 NIS (-953, 357) LIMB/v16 JOP 44 East Limb 
s4568r00 1996/09/03 21:43 NIS ( -955, 115) LIMB/v16 JOP 44 East Limb 
s4569r00 1996/09/03 22:20 NIS ( -956, -124) LIMB/v16 JOP 44 East Limb 
s4570r00 1996/09/03 22:57 NIS (-953, -363) LIMB/v16 JOP 44 East Limb 
s4576r00 1996/09/05 07:26 NIS 

( 
279, 941) LIMB/v16 JOP 44 West Limb 

s4577r00 1996/09/05 08:03 NIS 
( 

518, 859) LIMB/v16 JOP 44 West Limb 
s4578r00 1996/09/05 08:40 NIS 

( 
729, 701) LIMB/v16 JOP 44 West Limb 

s4579r00 1996/09/05 09:18 NIS 
( 

909, 458) LIMB/v16 JOP 44 West Limb 
s4604r00 1996/09/06 17:26 NIS 

( 
-61, 821) NISAT.S/v2 NIS Spectral Atlas (Coronal hole) 

s4605r00 1996/09/06 18:27 GIS (-956, -3) G2AL/vI JOP 44 East Limb 
s4606r00 1996/09/06 19:26 GIS (-1060, -4) GEAST/vl JOP 44 East Limb 
s4606r01 1996/09/06 19:57 CIS (-1204, -3) CEAST/vl JOP 44 East Limb 
s4607r00 1996/09/06 21:05 NIS (-952, 356) LIMB/v16 JOP 44 East Limb 
s4608r00 1996/09/06 21:42 NIS 

( 
-956, 115) LIMB/v16 JOP 44 East Limb 

s4609r00 1996/09/06 22:20 NIS (-957, -126) LIMB/v16 JOP 44 East Limb 
s4610r00 1996/09/06 22:57 NIS (-952, -363) LIMB/v16 JOP 44 East Limb 
s4615r00 1996/09/07 10:46 NIS (-122, 938) LIMB/v16 J0P44/CH Bound (NE) 
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s4617r00 1996/09/07 12:00 NIS (-359, 694) LIMB/v16 J0P44/CH Bound (NE) 

s4618r00 1996/09/07 12:37 NIS 
( 

-119, 699) LIMB/v16 J0P44/CH Bound (NE) 

s4619r00 1996/09/07 13:15 NIS 
( 

-602, 698) LIMB/v16 J0P44/CH Bound (NE) 

s4631r00 1996/09/07 19:03 NIS 
( 

121, 939) LIMB/v16 J0P44/CH Bound (NE) 

s4632r00 1996/09/07 19:40 NIS 
( 

362, 938) LIMB/v16 J0P44/CH Bound (NE) 

s4633r00 1996/09/07 20:18 NIS 
( 

-119, 745) LIMB/v16 J0P44/CH Bound (NE) 

s4634r00 1996/09/07 20:55 NIS 
( 

120, 746) LIMB/v16 J0P44/CH Bound (NE) 

s4635r00 1996/09/07 21:33 NIS 
( 

362, 747) LIMB/v16 J0P44/CH Bound (NE) 

s4636r00 1996/09/07 22:10 NIS 
( 

91, 715) C0H022/v8 Coronal hole observations 

s4637r00 1996/09/07 22:38 NIS 
( 

95, 715) C0H022/v8 Coronal hole observations 

s4638r00 1996/09/07 23:07 NIS 
( 

95,715) C0H022/v8 Coronal hole observations 

s4639r00 1996/09/07 23:36 NIS 
( 

102, 716) C0H022/v8 Coronal hole observations 

s4643r00 1996/09/08 08:12 NIS ( 954, 356) LIMB/v16 JOP 44 West Limb 

s4644r00 1996/09/08 08:50 NIS 
( 

953, 118) LIMB/v16 JOP 44 West Limb 

s4645r00 1996/09/08 09:27 NIS ( 955, -123) LIMB/v16 JOP 44 West Limb 
s4646r00 1996/09/08 10:04 NIS 

( 
950, -363) LIMB/v16 JOP 44 West Limb 

s4652r00 1996/09/08 20:24 NIS 
( 

358, -940) LIMB/v16 30P44/CH Bound (SW) 

s4653r00 1996/09/08 21:02 NIS (115, -941) LIMB/v16 30P44/CH Bound (SW) 

s4654r00 1996/09/08 21:39 NIS 
( 

-121, -943) LIMB/v16 J0P44/CH Bound (SW) 

s46551,00 1996/09/08 22:16 NIS (-360, -940) LIMB/v16 J0P44/CH Bound (SW) 

s4926r00 1996/09/24 16:06 GIS ( 307, 220) GIBOUND/vl Equatorial Coronal Hole (GIS) 
s4926r03 1996/09/24 18:14 GIS ( 308, 219) GIBOUND/vi Equatorial Coronal Hole (GIS) 
s4926r04 1996/09/24 18:57 GIS ( 309, 220) GIBOUND/vl Equatorial Coronal Hole (GIS) 
s4927r00 1996/09/24 19:40 NIS 

( 
335, 219) CHSTRJC/v19 Equatorial Coronal Hole (NIS) 

s6936r00 1997/02/09 13:14 NIS 
( 

-79, -823) CHSTR_X/v19 Coronal Hole Boundary 
s6936r01 1997/02/09 14:47 NIS 

( 
-79, -823) CHSTRDC/v19 Coronal Hole Boundary 

s6936r02 1997/02/09 16:21 NIS 
( 

-79, -823) CHSTR_X/v19 Coronal Hole Boundary 
s6936r03 1997/02/09 17:54 NIS (-78, -822) CHSTRiC/v19 Coronal Hole Boundary 
s6936r04 1997/02/09 19:27 NIS 

( 
-79, -823) CHSTRJ(/v19 Coronal Hole Boundary 

s6937r00 1997/02/09 21:01 NIS 
( 

-77, -824) MOVIEV1/v2 Coronal Hole Boundary 
s6938r00 1997/02/09 22:23 GIS 

( 
-77, -822) EWSCAN/v2 Coronal Hole Boundary 

s6966r00 1997/02/12 14:01 NIS (-6, -843) CHSTRJ(/v19 Coronal Hole Boundary 
s6966r01 1997/02/12 15:35 NIS 

( 
-6, -843) CHSTRi(/v19 Coronal Hole Boundary 

s6966r02 1997/02/12 17:08 NIS (-6, -843) CHSTRJC/v19 Coronal Hole Boundary 
s6966r03 1997/02/12 18:42 NIS (-6, -843) CHSTR_X/v19 Coronal Hole Boundary 
s6967r00 1997/02/12 20:40 GIS 

( 
41, -780) NSGSCANI/vl Coronal Hole Boundary 

s6968r00 1997/02/12 22:41 GIS 
( 

39, -784) NSGSCANI/vl Coronal Hole Boundary 
s6968r01 1997/02/13 00:21 GIS 

( 
39, -717) NSGSCANI/vi Coronal Hole Boundary 

s6970r00 1997/02/13 07:41 GIS (-2,-1033) G2AL/v2 Coronal Hole Boundary 
s6971r00 1997/02/13 09:55 GIS 

( 
1,-1003) NSGSCANI/vl Coronal Hole Boundary 

s6972r00 1997/02/13 11:38 NIS (-176, 98) CHSTRJ(/v19 Coronal Hole Boundary 
s6972r01 1997/02/13 13:11 NIS (-177, 99) CHSTRJC/v19 Coronal Hole Boundary 
s6972r02 1997/02/13 14:45 NIS 

( 
-177, 99) CHSTRJ(/v19 Coronal Hole Boundary 

s6973r00 1997/02/13 16:45 GIS 
( 

57, -768) CIBOUND/vl Coronal Hole Boundary 
s6973r01 1997/02/13 17:29 GIS 

( 
57, -768) GIBOUND/vi Coronal Hole Boundary 

s6973r02 1997/02/13 18:13 GIS 
( 

57, -768) GIBOUND/vl Coronal Hole Boundary 
s6973r03 1997/02/13 18:58 GIS 

( 
57, -768) GIBOUND/vl Coronal Hole Boundary 

s6973r04 1997/02/13 19:42 GIS ( 57, -768) CIBOUND/vi Coronal Hole Boundary 
s6974r00 1997/02/13 20:26 NIS ( 58, -768) LIMB/v19 Coronal Hole Boundary 
s6974r01 1997/02/13 21:05 NIS 

( 
58, -768) LIMB/v19 Coronal Hole Boundary 

s6974r02 1997/02/13 21:43 NIS 
( 

58, -768) LIMB/v19 Coronal Hole Boundary 
s6974r03 1997/02/13 22:21 NIS 

( 
58, -768) LIMB/v19 Coronal Hole Boundary 

s6975r00 1997/02/13 22:59 NIS 
( 

43, -843) NISAT$/v2 NIS Atlas 
s6980r00 1997/02/15 10:02 GIS 

( 
251, 138) NSGSCAN1/vl Coronal Hole Studies (UCLAN) 

s6981r00 1997/02/15 11:44 NIS 
( 

287, 139) VIEWF/v2 Coronal Hole Studies (UCLAN) 
s6982r00 1997/02/15 11:45 GIS 

( 
287, 138) G2AL/v2 Coronal Hole Studies (UCLAN) 

s6983r00 1997/02/15 14:00 NIS ( 236, 140) VIEWF/v2 Coronal Hole Studies (UCLAN) 
s6984r00 1997/02/15 14:01 GIS ( 237, 141) G2AL/v1 Coronal Hole Studies (UCLAN) 
s6984r01 1997/02/15 14:35 GIS 

( 
237, 141) G2AL/v1 Coronal Hole Studies (UCLAN) 

s6985r00 1997/02/15 15:10 NIS (278, 140) VIEWF/v2 Coronal Hole Studies (UCLAN) 
s6986r00 1997/02/15 15:12 GIS 

( 
278, 141) NSGSCANI/vi Coronal Hole Studies (UCLAN) 
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s6987r00 1997/02/15 16:53 NIb 
( 

278, 140) MOVIL_V1/v3 Uoronal Hole Stuuies (UULIkLN) 

s6988r00 1997/02/15 17:25 MIS 
( 

261, 178) CHSTR..X/v19 Coronal Hole Studies (UCLAN) 

s6988r01 1997/02/15 18:58 NIS 
( 

260, 179) CHSTRJ(/v19 Coronal Hole Studies (UCLAN) 

s7248r00 1997/03/10 07:21 GIS (-1, -992) EWGSCAN2/vl Plumes - South Limb 

s7249r00 1997/03/10 10:42 GIS 
( 

-1-1021) NSGSCAN2/vl Plumes - South Limb 

s7444r00 1997/03/27 06:52 GIS (0,1041) EWGSCAN2/vI Plume study 

s7445r00 1997/03/27 10:13 GIS 
( 

0, -999) NSGSCAN2/v1 Plume study 
s7446r00 1997/03/27 13:35 NIS 

( 
0, -999) LIMB/v19 Plume study 

s7494r00 1997/04/01 16:47 GIS 
( 

0,-1041) EWGSCAN2/v1 Plume study 

s7495r00 1997/04/01 20:08 GIS (1, -9971 NSGSCAN2/vl Plume study 

s9227W1 	1997/09/22 23:10 NIS 
( 

576, -670) UCLAN..N4/v37 Coronal Hole Campaign 

s9230r00 	1997/09/23 10:11 	NIS (-149, 611) UCLANN4/v37 Coronal Hole Campaign 

s9230r01 	1997/09/23 11:20 NIS (-376, 608) UCLANN4/v37 Coronal Hole Campaign 

s9230r02 	1997/09/23 12:29 NIS 
( 

-260, 411) UCLANJ44/v37 Coronal Hole Campaign 

s9233r00 1997/09/23 21:57 NIS 
( 

-158, 554) UCLAN..N3/v25 Coronal Hole Campaign 

s9239r00 1997/09/24 11:27 GIS (-8, 668) GIBOIJND/vl Coronal Hole Campaign 

s9243r00 1997/09/24 22:01 NIS 
( 

-19, 605) UCLAN..N2/v24 Coronal Hole Campaign 
s9258r00 1997/09/25 20:41 NIS 

( 
219, 618) NISAT..S5/v2 Coronal Hole Campaign 

s9258r01 1997/09/25 21:29 NIS (176, 615) NISAT..S5/v2 Coronal Hole Campaign 
s9258r02 1997/09/25 22:17 NIS (138, 614) NISAT.S5/v2 Coronal Hole Campaign 
s9258r03 1997/09/25 23:05 NIS 

( 
98,615) NISAT.S5/v2 Coronal Hole Campaign 

s9265r00 1997/09/26 19:16 NIS (-182, 895) UCLAN..N3/v25 Coronal Hole Campaign 
s9265r01 1997/09/26 20:33 NIS (-303, 896) UCLAN..N3/v25 Coronal Hole Campaign 

s9265r02 1997/09/26 21:50 MIS 
( 

-420, 896) UCLANJJ3/v25 Coronal Hole Campaign 

s9265r03 1997/09/26 23:07 NIS (-176, 719) UCLANJ'43/v25 Coronal Hole Campaign 
s9266r00 1997/09/27 00:20 NIS 

( 
0,875) SYNOPY/vi Synoptic Meridian Images 

s9266r01 1997/09/27 01:03 NIS 
( 

-1, 655) SYNOPJ7v1 Synoptic Meridian Images 
s9266r02 1997/09/27 01:46 MS 

( 
0,435) SYNOPJ'/vl Synoptic Meridian Images 

s9271r00 1997/09/27 17:03 NIS 
( 

553, -810) LIMB/v19 Coronal Hole Campaign 
s9272r00-29 1997/09/27 17:41 	GIS 

( 
553, -811) HTBNDWE/v2 Coronal Hole Campaign 

s9273r00 1997/09/27 23:50 NIS 
( 

497, -806) LIMB/v19 Coronal Hole Campaign 
s9279r00 1997/09/28 17:03 MS 

( 
553, -809) LIMB/v19 Coronal Hole Campaign 

s9280r00-14 1997/09/28 17:41 GIS ( 553, -810) HTBNDWE/v2 Coronal Hole Campaign 
s9281r00 1997/09/28 20:45 NIS ( 554, -807) LIMB/v19 Coronal Hole Campaign 
s9287r00 1997/09/29 17:32 NIS 

( 
553, -810) LIMB/v19 Coronal Hole Campaign 

s9288r00-29 1997/09/29 18:10 GIS 
( 

552, -811) HTBNDWE/v2 Coronal Hole Campaign 
s9289r00 1997/09/30 00:20 NIS 

( 
496, -806) LIMB/v19 Coronal Hole Campaign 

s9319r00 1997/10/02 19:33 NIS 
( 

0, 883) WIDE3LA1/v3 Coronal Hole Campaign 
s9320r00 1997/10/02 19:35 NIS (-14, 884) UCLANJ43/v25 Coronal Hole Campaign 
s9321r00 1997/10/02 21:17 GIS (0, 860) DEMGIS/vl Coronal Hole Campaign 
s9322r00 1997/10/02 22:18 GIS 

( 
0, 898) NSGSCANI/vl Coronal Hole Campaign 

s9323r00 1997/10/03 00:00 MIS 
( 

0, 883) WIDE3LAI/v3 Coronal Hole Campaign 
s9332r00 1997/10/03 18:53 NIS (-615, 847) UCLAN..N4/v37 Coronal Hole Campaign 
s9332r01 1997/10/03 20:02 NIS (-615, 616) UCLAN..N4/v37 Coronal Hole Campaign 
s9333r00 1997/10/03 21:12 	GIS (-618, 777) NSGSCAN1/vl Coronal Hole Campaign 
s9334r00 1997/10/03 22:53 NIS 

( 
-618, 778) MOVIE/s'l Coronal Hole Campaign 

s9336r00 1997/10/04 15:17 MIS (124, 239) UCLAN..N3/v25 Coronal Hole Campaign 
s9337r00 1997/10/04 16:30 NIS (136, 238) UCLAN..N3/v25 Coronal Hole Campaign 
s9338r00 1997/10/04 17:48 GIS (150, 238) DEMGIS/vl Coronal Hole Campaign 
s9339r00 1997/10/04 18:50 MIS (153, 243) LIMB/v19 Coronal Hole Campaign 
s9351r00 1997/10/05 16:18 	MIS 

( 
429, 880) UCLAN..N4/v37 Coronal Hole Campaign 

s9351r01 1997/10/05 17:27 NIS (189, 883) UCLAN..N4/v37 Coronal Hole Campaign 
s9351r02 1997/10/05 18:36 MIS (48,879)  UCLAN..N4/v37 Coronal Hole Campaign 
s9351r03 1997/10/05 19:46 MIS (-282, 881) UCLAN..N4/v37 Coronal Hole Campaign 
s9351r04 1997/10/05 20:56 NIS (-518, 882) UCLAN..N4/v37 Coronal Hole Campaign 
s9352r00 1997/10/05 22:19 MS (-84, 831) UCLAN..N2/v24 Coronal Hole Campaign 
s9355r00-14 1997/10/06 18:49 GIS 

( 
2, 782) HTBNDWE/v2 Coronal Hole Campaign 

s9356r00 1997/10/06 21:52 	NIS 
( 

2, 782) UCLANJ43/v25 Coronal Hole Campaign 
s9364r00 1997/10/07 13:06 NIS 

( 
66,655) LIMB/v19 Coronal Hole Campaign 

s9364r01 1997/10/07 13:44 NIS (48, 881) LIMB/v19 Coronal Hole Campaign 
s9364r02 1997/10/07 14:22 NIS (-182, 881) LIMB/v19 Coronal Hole Campaign 
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s9365r00 1997/10/07 15:00 NIb 
( 

248, 420) LIMtSfvlY LoronaI tioie uampaign 

s9374r00 1997/10/07 23:06 NIS 
( 

-357, 945) LIMB/v19 Coronal Hole Campaign 

s9376r00 1997/10/08 06:30 NIS 
( 

48,754) UCLAN..N2/v24 Coronal Hole Campaign 

s9377r00 1997/10/08 08:50 NIS 
( 

89,756) WIDE3LA1/v3 Coronal Hole Campaign 

s9378r00 1997/10/08 08:53 GIS 
( 

89,756) NSGSCAN1/vI Coronal Hole Campaign 

s9379r00 1997/10/08 10:34 NIS 
( 

97,757) WIDE3LA1/v3 Coronal Hole Campaign 

s9390r00 1997/10/09 07:41 GIS 
( 

246, 965) G2NS/vl Coronal Hole Campaign 

s9391r00 1997/10/09 09:06 NIS 
( 

247, 960) UCLANJ'42/v24 Coronal Hole Campaign 

s9392r00 1997/10/09 11:35 NIS 
( 

222, 811) LIMB/v19 Coronal Hole Campaign 

s9393r00 1997/10/09 12:12 NIS 
( 

222, 811) LIMB/v19 Coronal Hole Campaign 

s9394r00 1997/10/09 12:49 NIS 
( 

222, 811) LIMB/v19 Coronal Hole Campaign 

s9403r00 1997/10/10 09:47 NIS (129, 864) UCLAN_N4/v37 Coronal Hole Campaign 

s9404r00 1997/10/10 10:56 NIS (198, 866) MOVIE_V1/v2 Coronal Hole Campaign 

s9405r00 1997/10/10 11:53 NIS (132, 863) UCLAN_N4/v37 Coronal Hole Campaign 

s9406r00 1997/10/10 13:10 NIS 
( 

-54, 778) NISAT.S/v2 NIS Spectral Atlas 
s9408r00 1997/10/10 18:26 NIS ( 287, 818) UCLANJ44/v40 Coronal Hole Campaign 
s9408r01 1997/10/10 19:05 MS ( 288, 818) UCLAN..N4/v40 Coronal Hole Campaign 

s9408r02 1997/10/10 19:44 NIS 
( 

290, 814) UCLANJ44/v40 Coronal Hole Campaign 

s9409r00-14 1997/10/10 20:46 GIS 
( 

355, 777) HRBNDWE/vl Coronal Hole Campaign 
s9410r00-49 1997/10/10 23:34 NIS 

( 
287, 819) WIDE3LA1/v3 Movie - collaboration with Nobeyama 

s9416r00 1997/10/11 15:00 NIS 
( 

347, 859) UCLAN..N3 Coronal Hole Campaign 
s9417r00-14 1997/10/11 16:05 015 

( 
351, 854) HRBNDWE/vl Coronal Hole Campaign 

s9418r00 1997/10/11 18:54 NIS 
( 

353, 856) WIDE3LA1/v3 Coronal Hole Campaign 
s9423r00 1997/10/12 08:55 NIS 

( 
-1, 1044) NISATS5/v2 Coronal Hole Campaign 

s9423r01 1997/10/12 09:43 NIS 
( 

-1, 1044) NISA'11S5/v2 Coronal Hole Campaign 
s9423r02 1997/10/12 10:31 NIS (-1, 1044) NISAT..55/v2 Coronal Hole Campaign 
s9423r03 1997/10/12 11:19 NIS (-1, 1044) NISAT.S5/v2 Coronal Hole Campaign 
s9423r04 1997/10/12 12:07 NIS 

( 
-1, 1044) NISAT.S5/v2 Coronal Hole Campaign 

s9423r05 1997/10/12 12:55 NIS 
( 

-1, 1044) NISAT.55/v2 Coronal Hole Campaign 
s9424r00 1997/10/12 16:01 NIS 

( 
55, 1025) COR024W/v22 Coronal Hole Monitoring (North) 

s9424r01 1997/10/12 17:15 NIS 
( 

-55, 1025) COR024W/v22 Coronal Hole Monitoring (North) 
s9425r00 1997/10/12 19:07 NIS 

( 
0, 855) UCLAN_N2 Coronal Hole Campaign 

s9425r01 1997/10/12 20:16 NIS 
( 

0, 855) UCLANN2 Coronal Hole Campaign 
s9426r00-14 1997/10/12 21:25 015 

( 
3,895) HRBNDWE/vl Coronal Hole Study 

s9430r00 1997/10/13 17:51 NIS 
( 

387, 683) UCLANJ'44/v40 Coronal Hole Campaign 
s9430r01 1997/10/13 18:30 NIS (389, 897) UCLANJ'44/v40 Coronal Hole Campaign 
s9430r02 1997/10/13 19:09 NIS (157, 895) UCLAN.N4/v40 Coronal Hole Campaign 
s9430r03 1997/10/13 19:48 NIS 

( 
-79, 892) UCLAN..N4/v40 Coronal Hole Campaign 

s9430r04 1997/10/13 20:28 NIS 
( 

-318, 892) UCLAN.N4/v40 Coronal Hole Campaign 
s9430r05 1997/10/13 21:07 NIS 

( 
-283, 710) UCLAN..N4/v40 Coronal Hole Campaign 

s9431r00-14 1997/10/13 21:47 GIS 
( 

343, 885) HRBNDWE/vI Coronal Hole Study 
s9435r00 1997/10/14 16:30 NIS (-63, 791) UCLAN..N2 Coronal Hole Campaign 
s9435r0l 1997/10/14 17:39 NIS (-63, 791) UCLAN..N2 Coronal Hole Campaign 
s9436r00 1997/10/14 18:47 NIS (-60, 795) UCLANN2 Coronal Hole Campaign 
s9436r01 1997/10/14 19:56 NIS (-60, 795) UCLAN..N2 Coronal Hole Campaign 
s9437r00 1997/10/14 21:04 NIS (-56, 791) UCLANJ42 Coronal Hole Campaign 
s9437r01 1997/10/14 22:13 NIS (-56, 791) UCLAN..N2 Coronal Hole Campaign 
s9438r00 1997/10/14 23:21 NIS 

( 
0, 794) WIDE3LA1/v3 Coronal Hole Campaign 

s9438r49 1997/10/15 00:44 NIS (0, 794) WIDE3LA1/v3 Coronal Hole Campaign 
s9443r00 1997/10/15 13:01 NIS 

( 
59,812) WIDE3LA1/v3 Coronal Hole Campaign 

s9444r00-14 1997/10/15 13:29 015 
( 

18,826) HRBNDWE/vI Coronal Hole Campaign 
s9445r00 1997/10/15 16:18 NIS 

( 
7,825) UCLAN..N2 Coronal Hole Campaign 

s9446r00 1997/10/15 18:44 NIS 
( 

382, 903) UCLAN..N4/v40 Coronal Hole Campaign 
s9446r01 1997/10/15 19:23 NIS (174, 904) UCLANN4/v40 Coronal Hole Campaign 
s9446r02 1997/10/15 20:03 NIS (-55, 903) UCLANJ44/v40 Coronal Hole Campaign 
s9446r03 1997/10/15 20:42 NIS (102, 761) IJCLAN..N4/v40 Coronal Hole Campaign 
s9447r00-14 1997/10/15 21:21 015 (173, 813) HRBNDWE/vI Coronal Hole Campaign 
s9449r00 1997/10/16 07:10 NIS (119, 896) NISAT.S/v2 NIS Spectral Atlas 
s9468r00 1997/10/16 22:27 NIS (-7, 887) UCLAN..N3/v27 Coronal Hole Campaign 
s9469r00 1997/10/16 23:33 015 (11, 879) G2NS/vl Coronal Hole Campaign 
s9477r00-14 1997/10/17 22:00 GIS 

( 
19, 1032) HRBNDWE/vl Coronal Hole Campaign 

s9478r00 1997/10/18 00:48 NIS 
( 

2, 1012) UCLANJ43/v27 Coronal Hole Campaign 
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Table B.1: (continued 
file date time sp pointing study note 

s9491r00 1997/10/19 18:37 GIS 
( 

980, 5) G2AL4/v3 Limb Monitoring (low rate) 
s9491r01 1997/10/19 20:21 GIS 

( 
980,6) G2AL4/v3 Limb Monitoring (low rate) 

s9491r02 1997/10/19 22:06 GIS 
( 

980, 5) G2AL4/v3 Limb Monitoring (low rate) 

s9494r00 1997/10/20 10:36 01$ (-1, 968) G2NS3/v1 N. Limb Monitoring (low rate) 

s9507r00-59 1997/10/23 04:53 NIS 
( 

45, 474) WIIDE3LA1/v3 Movie (NCH boundary, low rate) 

s9508r00 1997/10/23 10:40 015 
( 

46,437) C2NS 015 North-South scan 

s9509r00 1997/10/23 12:05 GIS 
( 

56, 507) NSGSCANI GIS North-South scan 
s9510r00 1997/10/23 12:33 GIS 

( 
0, 1036) EWGSCAN2/vl Low Rate Campaign (Off-limb cross) 

s9511r00 1997/10/23 15:55 GIS 
( 

0,991) NSGSCAN2/v1 Low Rate Campaign (Off-limb cross) 
s9514r10-59 1997/10/24 16:53 NIS 

( 
299, 544) WIDE3LA1/v3 Movie (NCH boundary, low rate) 

s9515r00 1997/10/24 21:55 GIS 
( 

308, 549) G2NS GIS North-South scan 
s9516r00 1997/10/24 23:20 015 ( 319,538)  NSGSCAN1 GIS North-South scan 
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Appendix C 

The calibration of the CDS 
instrument 

C.1 The observations for the CDS calibration 

Table Ci: The observations designed by the author for the CDS instrument calibration. 

The columns indicate: the fits file name; the date of the start of the observation; the 

starting time (UT); the spectrometer used; the pointing, in Solar X and Y (arc sec from 

Sun centre); the CDS study name; and a comment. At the end, standard CDS observations 

used for calibration purposes are listed. 
file date time sp pointing study note 
s7172r00 1997/03/05 09:54 GIS (0, -5) ARC_CALG/vl GIS/NIS Calibration 
s7173r00 1997/03/05 10:31 NIS (0, -1) ARCCALN/v3 GIS/NIS Calibration 
s7174r00 1997/03/05 10:46 GIS 

( 
-1, -6) ARC_CALG/vl CIS/NIS Calibration 

s7175r00 1997/03/05 11:22 NIS (0, -1) ARC..CALN/v3 GIS/NIS Calibration 
s7176r00 1997/03/05 11:38 GIS 

( 
0, -5) ARC_CALG/vl GIS/NIS Calibration 

s7177r00 1997/03/05 12:14 NIS 
( 

0, -1) ARC_CALN/v3 GIS/NIS Calibration 
s7772r00 1997/05/04 18:41 GIS 

( 
970, 0) DEM_GIS/v2 GIS/NIS Calibration 

s7773r00 1997/05/04 18:55 NIS 
( 

970, 0) ARC_CALN/v3 GIS/NIS Calibration 
s7774r00 1997/05/04 19:10 GIS 

( 
970, 0) DEMGIS/v2 GIS/NIS Calibration 

s7775r00 1997/05/04 19:24 NIS 
( 

970, 0) ARC_CALN/v3 GIS/NIS Calibration 
s7776r00 1997/05/04 19:40 GIS 

( 
970, 0) DEM..GIS/v2 GIS/NIS Calibration 

s7777r00 1997/05/04 19:53 NIS 
( 

970, 0) ARCCALN/v3 GIS/NIS Calibration 
s7778r00 1997/05/04 20:09 GIS (970, 0) DEM..GIS/v2 GIS/NIS Calibration 
s7779r00 1997/05/04 20:23 NIS 

( 
970, 0) ARC..CALN/v3 GIS/NIS Calibration 

s7780r00 1997/05/04 20:38 GIS 
( 

970, 0) DEM.GIS/v2 GIS/NIS Calibration 
s7781r00 1997/05/04 20:52 NIS (970, 0) ARC_CALN/v3 GIS/NIS Calibration 
s7782r00 1997/05/04 21:07 GIS (970, 0) DEMGIS/v2 GIS/NIS Calibration 
s7783r00 1997/05/04 21:21 NIS (961, 0) ARC_CALN/v3 GIS/NIS Calibration 
s7784r00 1997/05/04 21:37 GIS 

( 
961, -1) DEM_GIS/v2 GIS/NIS Calibration 

s7785r00 1997/05/04 21:50 NIS (961, -1) ARCCALN/v3 GIS/NIS Calibration 
s7786r00 1997/05/04 22:06 GIS 

( 
961, -1) DEM_GIS/v2 GIS/NIS Calibration 

s7787r00 1997/05/04 22:20 NIS (961, -1) ARC..CALN/v3 GIS/NIS Calibration 
s7788r00 1997/05/04 22:35 GIS 

( 
961, -1) DEM_GIS/v2 GIS/NIS Calibration 

s7789r00 1997/05/04 22:49 NIS 
( 

961, -1) ARC_CALN/v3 GIS/NIS Calibration 
s7790r00 1997/05/04 23:04 GIS 

( 
961, -1) DEMGIS/v2 GIS/NIS Calibration 

s7791r00 1997/05/04 23:18 NIS (961, -1) ARCCALN/v3 GIS/NIS Calibration 
s7792r00 1997/05/04 23:33 GIS 

( 
961, -1) DEM_GIS/v2 GIS/NIS Calibration 

s7850r00 1997/05/09 15:23 NIS 
( 

65, 50) UCLAN..N1/vl GIS/NIS on-disc calibration 
s7850r01 1997/05/09 15:51 NIS 

( 
65, 50) UCLANJ4I/vl GIS/NIS on-disc calibration 

s7850r02 1997/05/09 16:22 NIS 
( 

65, 50) UCLAN..N1/vl GIS/NIS on-disc calibration 
s7850r03 1997/05/09 16:53 NIS 

( 
65, 50) UCLANN1/vl GIS/NIS on-disc calibration 

s7850r04 1997/05/09 17:24 NIS 
( 

65, 50) UCLAN..N1/vI GIS/NIS on-disc calibration 
s7851r00 1997/05/09 17:56 GIS 

( 
65, 46) ARCCALG/vl GIS/NIS on-disc calibration 
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Table Ci: (continued) 
file date time sp pointing study note 

s7852r00 1997/05/09 18:33 NIS 
( 

65, 50) UCLAN.N1/vl GIS/NIS on-disc calibration 

s7852r01 1997/05/09 19:02 MS 
( 

65, 50) UCLANJ41/vl GIS/NIS on-disc calibration 

s7852r02 1997/05/09 19:33 NIS 
( 

65,50) UCLANJ41/vl GIS/NIS on-disc calibration 

s7852r03 1997/05/09 20:04 NIS 
( 

65,50) UCLANJ'41/vl GIS/NIS on-disc calibration 

s7852r04 1997/05/09 20:35 NIS 
( 

65, 50) UCLAN_N1/vl GIS/NIS on-disc calibration 

s8198r00 1997/06/17 07:48 GIS (899, -329) DEMGIS/v2 GIS/NIS Calibration 
s8199r00 1997/06/17 08:02 NIS 

( 
899, -329) ARC.CALN/v3 GIS/NIS Calibration 

s8200rOO 1997/06/17 08:17 GIS 
( 

899, -329) DEM_GIS/v2 GIS/NIS Calibration 

s8202r00 1997/06/17 08:46 GIS 
( 

899, -329) DEMJ3IS/v2 GIS/NIS Calibration 
s8203r00 1997/06/17 09:00 NIS (899, -329) ARCCALN/v3 GIS/NIS Calibration 
s8204r00 1997/06/17 09:15 GIS 

( 
899, -329) DEM.GIS/v2 GIS/NIS Calibration 

s8205r00 1997/06/17 09:29 NIS (899, -329) ARCCALN/v3 GIS/NIS Calibration 
s8206r00 1997/06/17 09:44 GIS (899, -329) DEMGIS/v2 GIS/NIS Calibration 
s8207r00 1997/06/17 09:58 NIS (899, -329) ARCCALN/v3 GIS/NIS Calibration 
s8229r00 1997/06/20 07:08 GIS (959, -1) DEMGIS/v2 UCLAN GIS/NIS Calibration 
s8230r00 1997/06/20 07:22 NIS (959, -1) ARCCALN/v3 UCLAN GIS/NIS Calibration 
s8231r00 1997/06/20 07:37 GIS (959, -1) DEMGIS/v2 UCLAN GIS/NIS Calibration 
s8232r00 1997/06/20 07:51 NIS (959, -1) ARCCALN/v3 UCLAN GIS/NIS Calibration 
s8233r00 1997/06/20 08:06 GIS (959, -1) DEMGIS/v2 UCLAN GIS/NIS Calibration 
s8234r00 1997/06/20 08:20 NIS (959, -1) ARCCALN/v3 UCLAN GIS/NIS Calibration 
s8235r00 1997/06/20 08:35 GIS (959, -1) DEMGIS/v2 UCLAN GIS/NIS Calibration 
s82361,00 1997/06/20 08:49 NIS (959, -1) ARC.CALN/v3 UCLAN GIS/NIS Calibration 
s8237r00 1997/06/20 09:04 GIS (959, 0) DEM.GIS/v2 UCLAN 015/MS Calibration 
s8238r00 1997/06/20 09:18 NIS (959, -1) ARCCALN/v3 UCLAN GIS/NIS Calibration 
s92341,00 1997/09/23 23:40 GIS (0,961) DEMGIS/v2 Test alignment slits 
s9235r00 1997/09/23 23:54 NIS (0,961)  ARCCALN/v3 Test alignment slits 
s9298r00 1997/10/01 13:50 GIS 

( 
967, -2) DEMGIS/v2 GIS/NIS calibration 

s9299r00 1997/10/01 14:04 NIS 
( 

967, -2) ARCCALN/v3 GIS/NIS calibration 
s9300r00 1997/10/01 14:19 015 

( 
967, -2) IDEM_GlS/v2 GIS/NIS calibration 

s9301r00 1997/10/01 14:33 NIS 
( 

967, -2) ARCCALN/v3 GIS/NIS calibration 
s9302r00 1997/10/01 14:48 015 

( 
967, -2) DEMGIS/v2 CIS/NIS calibration 

s9303r00 1997/10/01 15:02 NIS 
( 

967, -2) ARC_CALN/v3 GIS/NIS calibration 
s9304r00 1997/10/01 15:17 015 

( 
967, -2) DEMGIS/v2 GIS/NIS calibration 

s9305r00 1997/10/01 15:31 NIS (967, -2) ARCCALN/v3 GIS/NIS calibration 
s9306r00 1997/10/01 15:48 GIS (967, -2) DEMGIS/v2 GIS/NIS calibration 
s9307r00 1997/10/01 16:01 NIS 

( 
967, -2) ARC_CALN/v3 GIS/NIS calibration 

s9371r00 1997/10/07 19:56 NIS 
( 

0, 0) UCLANN1/vI GIS/NIS Intercalibration 
s9371r01 1997/10/07 20:25 NIS 

( 
0, 0) UCLAN_N1/vl GIS/NIS Intercalibration 

s9372r00 1997/10/07 20:57 GIS 
( 

0, -3) ARCCALG/vI GlS/NIS Intercalibration 
s9373r00 1997/10/07 21:34 NIS 

( 
0, 0) UCLANNI/vI GIS/NIS Intercalibration 

s9373r01 1997/10/07 22:02 NIS 
( 

0, 0) UCLANJ4I/vI GIS/NIS Intercalibration 
s9373r02 1997/10/07 22:33 NIS 

( 
0, 0) UCLANJ'T1/vl GIS/NIS Intercalibration 

s9380r00 1997/10/08 11:12 015 
( 

1021, -15) GISAT.S/vI 015 long slit test 
s9381r00 1997/10/08 11:46 GIS (1024, -14) RWPMA/v2 GIS long slit test 
s9382r00 1997/10/08 12:33 GIS (1023, -14) GISA'IIS/vl GIS long slit test 
s9383r00 1997/10/08 13:07 GIS (1025, -14) RWPMA/v2 GIS long slit test 
s9450r00 1997/10/16 07:51 015 (119, 896) TEST52/vl 015 Slit 1-2 Test 
s9451r00 1997/10/16 08:52 015 (120, 893) MICRO/vi GIS Slit 1-2 Test 
s94521,00 1997/10/16 09:23 GIS (119, 896) TEST52/v1 GIS Slit 1-2 Test 
s9453r00 1997/10/16 10:24 GIS (120, 897) MICRO/vl GIS Slit 1-2 Test 
s9454r00 1997/10/16 11:22 CIS (956,9)  DEMGIS/v2 GIS/NIS Calibration 
s9455r00 1997/10/16 11:36 NIS 

( 
968, -2) ARCCALN/v3 GIS/NIS Calibration 

s9456r00 1997/10/16 11:45 GIS 
( 

968, -2) DEMGIS/v2 GIS/NIS Calibration 
s9457r00 1997/10/16 11:59 NIS (968, -2) ARCCALN/v3 GIS/NIS Calibration 
s9458r00 1997/10/16 12:07 015 

( 
968, -1) DEM_GIS/v2 GIS/NIS Calibration 

s9459r00 1997/10/16 12:21 NIS (968, -1) ARC.CALN/v3 GIS/NIS Calibration 
s9460r00 1997/10/16 12:30 GIS 

( 
968, -1) DEMGIS/v2 GIS/NIS Calibration 

s9461r00 1997/10/16 12:44 NIS 
( 

968, -1) ARCCALN/v3 GIS/NIS Calibration 
s9462r00 1997/10/16 12:52 015 

( 
968, -1) DEMGIS/v2 GIS/NIS Calibration 

s9463r00 1997/10/16 13:06 NIS 
( 

968, -1) ARC.CALN/v3 GIS/NIS Calibration 

s8257r00 1997/06/22 21:53 NIS (0,0)  NISAT.S/v2 NIS Calibration - QS 
s9253r00 1997/09/25 18:01 NIS 

( 
-55, 157) NISATS/v2 NIS Calibration - AR 
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C.2 The spectra and line identifications for the off-limb ob-
servation - May 4th 1997 

Table C.2: Line identifications for the off-limb quiet sun observation of May 4th 1997. 

Fe XI 308.548 308.5 3s2.3p4 'D2 - 3s.3p5 P1 26.7 0.54 0.08 N 1 6.06 6.10 
Mg VIII 311.796 311.8 2p 2 F112 - 2s.2132 2p 312 58.7 0.92 0.11 N 1 6.00 	5.91 

Fe XIII 312.109 312.3 3s2 3p2 3 P1 - 3s 3p3 	P1 17.7 1.48 0.30 N 1 6.08 6.20 
Fe XIII 312.872 313.0 392 3p2 3P, - 3s Spa 3 P0 12.7 0.35 0.08 N 1 6.09 6.20 
P X 312.981 	2s22p2 3P1 - 2s2p3 3 D2 6.16 
Mg VIII 313.754 313.7 2p 2 P112 - 2s.2p2 2 P1/2 119.2 0.92 0.10 N 1 6.00 5.92 

Si VIII 314.327 314.4 2522P3 	- 2s2p4 4 P1,2 125.0 1.03 0.11 N 1 6.02 	5.91 

Mg VIII 315.039 315.0 2p 2 P312 - 2s.2p2 2 P312 264.8 1.05 0.11 N 1 6.00 5.91 

Si VIII 316.205 316.2 2s22p3 	3/2 - 2s2p4 4 P3,2 213.4 1.15 0.12 N 1 6.02 	5.91 

Mg VIII 317.039 317.1 	2p 2 P312 - 2s.2p2 2 P,12 92.6 0.84 0.09 N 1 6.00 5.92 
Mg VII 319.027 318.9 2s22p2 'D2 . 2s2p3 'D2 23.8 0.36 0.06 N 1 5.97 5.80 
Si VIII 319.826 319.9 222p3 	- 2s2p4 4 P5,2 323.0 1.15 0.12 N 1 6.02 	5.91 
Fe XIII 320.809 320.8 3s2 3p2 3P2 . 3s 3p3 3 P2 11.4 0.89 0.22 N 1 6,09 6.20 
Fe XIII 321.4 	321.4 3s2 3p2 3P2 - 3s 3p3 3 P, 9.1 1.20 0.46 N 1 6.09 6.20 
Fe X 321.732 321.8 3s2.3p4(3p).3d 4 D512 - 3s.3p5(3p).3d 4 F712 7.4 0.74 0.31 N 1 6.05 6.04 
Fe X 321.804 	3s2.3p4(3p).3d 4D712 - 35 .3p5(3p*).3d 4 F712 6.04 
Fe X 324.763 324.7 3s2.3p4(3p).3d 4D712 - 3s .3p5(3p*).3d 4 F912 13.3 0.84 0.19 N 1 6.05 6.04 
Al VIII 325.276 325.4 2p2 3 P1 - 2s.2p3 3 P0 13.5 1.42 0.28 N 1 6.02 	5.92 
Al VIII 325.292 	2p2 3 P1 . 2s.2p3 3 P3 5.92 
Al VIII 325.338 	2p2 3 P1 - 2s.2p3 3 P, 5.92 
S X 326.327 326.4 2s22p3 2 D312 - 2s2p4 4 P1,3 25.1 0.00 0.00 N 1 6.06 6.13 
Al VIII 328.185 328.2 2p2 3 P2 - 2s.2p3 3 P2 34.3 0.97 0.16 N 1 6.02 	5.92 
Al VIII 328.232 	2p2 3 P2 - 2s.2p3 3 P1 5.92 
Al X 332.789 332.8 2s2 I5 	- 22p 'P, 104.1 1.14 0.13 N I 6.06 6.09 
Fe XIV 334.172 334.2 3s2 3p 2 P 1 ,2 - 3s 3p2  2 D312 18.2 1.14 0.17 N I 6.11 	6.24 
Mg VIII 335.253 335.3 2p 2P 1 , 2  - 2s.2p2 2 S112 73.1 1.05 0.11 N 1 6.03 5.92 
Fe XII 335.339 	3s2.3p3 2 D312 - 3s.3p4 2 13312 6.16 
Fe XII 338.278 338.3 3s2.3p3 2 D5,2 - 3s.3p4 2 D5/2 32.1 0.89 0.10 N 1 6.07 6.16 
Mg VIII 339.006 339.0 2p 2 P3,,2 - 2s.2p2 2i12 62.5 1.07 0.11 N 1 6.00 5.92 
Fe XI 341.113 341.1 	3s2.3p4 3 F2 - 3s.3p5 	PI 75.4 0.63 0.06 N 1 6.06 	6.11 
Si IX 341.949 342.0 2s22p2 3 P0 - 2s2p3 3 131 99.4 1.03 0.10 N 1 6.04 6.03 
Si IX 345.124 345.1 	2s22p2 3 P, - 2s2p3 3 D2 238.6 1.03 0.10 N 1 6.04 6.03 
Si IX 344.951 	2s22p2 3 P, - 2s2p3 3 D 6.03 
Fe X 345.723 345.7 3s2.3p5 2 P312 - 3s.3p6 2 S112 133.9 1.19 0.12 N 1 6.04 6.04 
Fe XII 346.852 346.9 3s2.3p3 	3/2 - 3s.3p4 4 P1,2 51.7 0.90 0.09 N 1 6.07 6.16 
Si X 347.403 347.4 	2p 2 P1,2 - 2s.2p2 2 D312 208.4 1.06 0.11 N I 6.06 6.13 
Fe XIII 348.183 348.2 3s2 3p2 3 P0 - 3s 3p3 SD 1  55.0 0.92 0.11 N 1 6.09 6.20 
Fe XI 349.046 349.2 3s2.3p4 3 P1 - 3s.3p5 3 P0 24.9 0.39 0.04 N 1 5.99 6.10 
Mg VI 349.163 	2s2.2p3 2D5 ,2  - 2s.2p4 2 D512 5.65 
Mg VI 349.124 	2s2.2p3 2 13312 - 2s.2p4 2 D3,2 5.65 
Si IX 349.873 349.9 2s22p2 3 P2 . 2s2p3 3 D3 226.6 1.00 0.10 N 1 6.04 6.03 
Si IX 349.794 	2s22p2 3 P2 - 2s2p3 3 132 6.03 
Fe XII 352.106 352.1 	3s2.3p3 4 S3/2 - 3s.3p4 4 P312 102.4 0.92 0.09 N I 6.07 6.16 
Fe XI 352.662 352.7 3s2.3p4 3P2 - 3s.3p5 3 P2 177.1 1.10 0.11 N 1 6.06 	6.11 
Na VII 353.296 353.4 2p 2P312 - 2s.2p2 2 P3,,2 3.7 0.86 0.14 N 1 5.96 5.78 
Al VII 353.769 353.8 2s22p3 	3/2 	22p4 4 P312 10.6 1.35 0.18 N 1 6.05 5.78 
Fe XIV 353.831 	3s2 3p 2 P312 -3s 3p2 2 D512 6.24 
Si X 356.012 356.0 2p 2 P3,,2 - 2s.2p2 2 13512 129.9 1.03 0.10 N 1 6.06 6.13 
Si X 356.05 	2p 2 P3,2 - 2s.2p2 2 D312 6.13 
Fe XI 356.519 356.5 3s2.3p4 3 P1 - 3s.3p5 3 p, 27.9 0.88 0.09 N 1 6.06 6.11 
Al VII 356.888 356.9 222P3 	3/2 - 2s2p4 4 P512 8.4 1.38 0.19 N 1 5.99 5.78 
Fe XI 358.621 358.6 3s2.3p4 3 P0 . 3s.3p5 3 Fi 40.8 0.98 0.10 N 1 6.05 	6.11 
Fe X 358.413 	3s2.3p4(3p).3d 4 Fg 12  - 3s.3p5(3p t).3d lF912 6.04 
Fe XIII 359.842 359.7 3s2 3p2 3 P 	- 3s 3p3 3 D1 24.5 0.99 0.11 N 1 6.09 6.20 
Fe XIII 359.642 	3s2 3p2 3 P 	- as 3p3 3 D2 6.20 
Fe XVI 360.761 360.6 35  2s 	

- 3p 2F112 1.2 0.74 0.46 N 1 6.19 6.34 
Fe X 360.454 	3s2.3p4(ld).3d 2P3,2 - 3s.3p5(3p*).3d 4 17312 6.04 
Fe X 361.406 361.5 3s2.3p4(3p).3d 4F712 - 3s.3p5(3p*).3d 4 F712 6.3 0.58 0.09 N 1 6.05 6.04 
Si XI 361.412 	2s.2p 3P0 - 2p2 3 p, 6.20 
Mg VII 363.772 363.8 2s22p2 3 P0 - 2s2p3 3 P1 13.7 0.73 0.12 N 1 5.98 5.81 
Fe X 364.189 364.2 3s2.3p4(ld).3d 2P3/2 - 3s.3p5(3p*).3d 4 F512 2.6 0.02 0.02 N 1 6.04 6.04 
Fe XII 364.467 364.5 3s2.3p3 	3/2 - 3s.3p4 4 P512 138.3 0.95 0.10 N 1 6.07 6.16 

'First identification 

0.82 
0.18 

0.69 
0.29 

0.37 
0.33 
0.29 

0.69 
0.23 

0.65 
0.33 

0.77 
0.23 

0.38 
0.32 
0.24 
0.84 
0.16 

0.54 
0.45 
0.76 
0.24 

0.75 
0.23 
0.55 
0.43 
0.83 
0.17 
0.79 
0.21 
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Table C.2 (continued) 
Ion 'th 	Aob 	Transition 1ob i7 +1- Oct log 	log frac 

(A) 	(A) I,,, Te ff Tmax 

Mg VII 365.234 365.1 	2s22p2 5F, - 2s2p3 4 P2 26.2 1.23 0.16 N 1 5.98 	5.81 0.36 

Mg VII 365.176 	2s22p2 3P1 - 2s2p3 3F0 5.81 0.33 

Mg VII 365.243 	2s22p2 5 1', - 2s2p3 31', 5.81 0.26 

Fe X 365.543 365.6 3s2.3p5 2 F112 - 3s.3p6 2 5 1 ,2  74.2 0.93 0.10 N 1 6.04 6.04 

Mg VII 367.674 367.7 2s22p2 3F2 - 2s2p3 3 F2 84.7 0.61 0.07 N 1 5.98 	5.81 0.77 

Mg VII 367.683 	2s22p2 3F2 - 2s2p3 3 P1 5.81 0.23 

Mg IX 368.07 	368.1 	2s2 'So - 2s.2p 'F1 1060.8 0.94 0.09 N 1 6.03 5.98 

Fe XI 369.153 369.2 3s2.3p4 3 PI - 3s.3p5 	1`2 54.7 1.07 0.11 N 1 6.06 6.11 

Ca IX 378.081 378.2 3s.3p 	P2 - 3s.3d 3 D3 3.8 0.31 0.06 N 1 5.97 5.78 0.50 

Na VII 378.216 	2p 2P,,2 . 2s.2p2 2S,,2 - 5.78 0.46 

Si X 258.372 516.8 2p 'F312 - 2s.2p2 'F312 353.8 0.78 0.09 N 2 6.06 6.13 

Si XII 520.665 520.8 	1s2.2s 2 5 1 ,2  - 1s2.2p 2 F,,,2 8.6 1.09 0.11 N 2 6.11 	6.26 

Si X 261.063 522.2 2p 2F3,2 - 2s.2p2 2 F 1 ,2  318.7 0.44 0.05 N 2 6.06 6.13 2 

Si X 271.983 544.1 	2p 2n,/ 2  - 2s.2p2 25,,3 161.8 0.67 0.08 N 2 6.07 6.13 

At XI 550.031 	550.1 	1s2.(ls).2s 25j/3 - 1s2.(Is).2p 2 P312 12.5 2.08 0.21 N 2 6.08 6.16 

Si X 277.255 554.5 	2p 2 fl3 , 2  - 2s.2p2 2 S1/2 213.4 0.41 0.05 N 2 6.06 6.13 

Mg VII 278.402 556.9 2s22p2 3P2 - 2s2p3 35 84.1 0.72 0.11 N 2 5.98 5.81 0.69 

Si VII 278.443 	2p4 3P, - 2s.2p5 3 F2 5.77 0.29 

Ca X 557.765 557.8 3s 2 	- 3p 2 F3 ,2  39.6 1.00 0.10 N 2 6.02 5.82 

Ne VI 558.594 558.7 2s2 2p 2p, 	- 2s 2p2 2 D312 3.6 0.87 0.09 N 2 5.93 5.63 0.57 

Ne VII 558.609 	2s2p 3F1 - 2p2 3 F2 5.72 0.43 

Ne VII 559.948 560.2 2s2p 3F0 - 2p2 SI', 1.5 075 0.09 N 2 5.98 5.72 

Ne VII 561.728 561.7 2s2p 3 P2 - 2p2 
3  F2 4.6 1.04 0.11 N 2 5.97 5.72 0.83 

Ne VII 561.378 	2s2p 3F, - 2p2 3 F1 5.72 0.17 

Ne VI 562.803 562.9 2s2 2p 2 F3 ,2  - 2s 2p2 2 D512 2.9 1.21 0.13 N 2 5.89 	5.63 

No VII 564.528 564.5 2s2p 3F2 . 2p2 3 P, 1.7 0.75 0.09 N 2 5.97 5.72 

At XI 568.12 	568.2 	1s2.(ls).2s 2 5 1 /2 -  1s2.(ls).2p 2 F 1 ,2  6.4 2.02 0.22 N 2 6.08 6.16 

Ca X 574,01 	574.1 	3s 2S112 - 3p 2 F 12  20.9 0.94 0.10 N 2 6.02 	5.82 

Si XI 580.907 580.9 2s2 'So - 2s.2p 'F, 12.5 0.44 0.05 N 2 6.08 6.19 6 

Si IX 290.69 	581.4 2s22p2 'Fo - 2s2p3 SF, 128.1 0.56 0.14 N 2 6.04 6.03 

Ca VIII 582.846 582.8 0.8 0.79 0.16 N 2 5.92 	5.73 TAC 

He I 584.334 584.3 	1s2-1s2p '5- 'F 2.1 N 2 8 AC 

Si IX 292.8 	585.7 2s22p2 3 F1 - 2s2p3 3 PO 230.7 0.90 0.11 N 2 6.04 6.03 0.40 

Si IX 292.856 	2s22p2 3p, - 2s2p3 3F1 6.03 0.32 

Si IX 292.763 	2s22p2 3 F, - 2s2p3 3F2 6.03 0.27 

Si IX 296.117 592.6 2s22p23F2 - 2s2p3 3 F2 949.9 0.32 0.03 N 2 6.04 6.03 0.72 

Si IX 296.213 	2s22p2 3F2 - 2s2p3 3 F1 6.03 0.28 

Si XI 604.147 604.3 2s.2p 'P1 - 2p2 'D2 2.1 0.19 0.03 N 2 6.09 6.20 

Si XI 303.324 606.7 2s2 'o - 2s.2p 'F, 560.5 0.42 0.05 N 2 6.08 6.20 

He II 303.78 	607.6 	Is 2S112 - 2p 2 F3 ,2  282.8 N 2 
He II 303.786 	Is 2S, 	- 2P 2 F112 

Mg X 609.793 609.8 	1s2(ls).2s 2 s 1 ,2  - 1s2.(Is).2p 2 F3,2 364.2 1.55 0.15 N 2 6.05 	6.04 

Si X 821.079 621.2 2p 2F 1 ,2 - 2s.2p2 4 F,12 4.1 0.73 0.09 N 2 6.06 6.12 

Mg VIII 311.796 623.6 2p 2F,12 - 2s.2p2 2 F312 112.2 0.48 0.40 N 2 6.00 5.91 

Mg X 624.941 	625.0 	1s2.(1s).2s 2 Si/2 - 1s2.(Is).2p 2 F,,2 180.4 1.55 0.16 N 2 6.05 	6.04 

Mg VIII 313.754 627.6 2p 2P,2 - 2s.2p2 2 F1,2 100.5 1.09 0.16 N 2 6.00 5.92 

Si VIII 314.327 628.8 2s22p3 	312 - 2s2p4 4 F,,2 107.7 1.20 0.91 N 2 6.02 	5.91 

Mg VIII 315.039 630.0 2p 2 P3,2 - 2s.2p2 	F3 ,2  443.7 0.63 0.07 N 2 6.00 5.91 22 

154.6 ghost of 174.5 A - 0 1 

157.2 ghost of 177.2 A 0 1 

158.5 ghost of 178.0 A C 1 

160.6 ghost of 180.4 A C 1 

162.7 ghost of 182.1 A C 1 

165.3 ghost of 184.5 A C 1 

166.1 ghost of 185.2 A C 1 
Fe VIII 167.486 167.5 193.4 0.35 0.06 C 1 5.99 5.65 AC 

2 bl He 1 522.21 A (stray light ?) 
3b1 0 IV 554.513 A 
4 Can be blended with Fe XV (hi Al IX) 284.1 A, but not here 
'Usually blended in on-disc observations with C III 574.28 A 
6 Usually blended in on-disc observations with 0 II 
T AC: Arcetri code 
8 (stray light ?) 
° Usually At VU 585.75 A in on-disc observations 
'° Must be a blend with an imidentifled line in first order 
"(stray light 2) 
12 Usually 0 V 629.732 A in on-disc observations. Here still contributes about 40% of the observed line 
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Table C.2: (continued) 
Ion Ath 

(A) 
A0 b 	Transition 

(A) 
14.b i7 

lob 

+1- Oct log 	log 

T5 1., Tmn 
(rae 

Fe VIII 168.545 168.3 336.7 0.49 0.06 G 1 5.99 5.65 0.50 AC 

Fe VIII 168.17 5.65 0.40 

Fe VIII 168.93 168.9 73.5 1.24 0.35 G 1 5.99 	5.65 AC 

Fe IX 171.073 171.1 	3p6 1 50 - 3p5.3d 'P, 3766.6 1.09 0.11 	G I 6.03 5.96 

• vi 173.079 173.1 	1s22p 2 P3,2 - 1s2 3d 2 05,2 116.2 0.74 0.13 C 1 6.04 5.51 0.60 

• VI 172.935 1s2 2p 2 F1,2 - 1s2 3d 2 D313 5.51 0.33 

Fe X 174.534 174.7 3s2.3p5 2 F312 - 3s2.3p4(3p).3c1 2 D512 3375.8 0.90 0.09 C 1 6.05 6.05 

Fe X 175.266 175.5 3s2.3p5 2P,p . 3s2.3p4(3p3d 203 ,2  358.7 0.65 0.08 C 1 6.04 6.04 0.71 

Fe X 175.443 3s2.3p5 21`312 - 3s2.3p4(3p).3d 3 P,,2 6.04 0.29 

Fe X 177.243 177.3 3s2.3p5 2 F3,2 - 3s2.3p4(3p)3d 	'3,2 2133.2 0.83 0.08 C 1 6.05 6.05 

Fe XI 178.06 178.0 3s2.3p4 3P2 - 3s2.3p3(4s*).3d 3 D2 152.4 0.43 0.06 C 1 6.06 	6.11 

Fe Xi 180.408 180.5 3s2.3p4 3 F2 - 3s2.3p3(4s).3d 3 D3 2182.8 0.98 0.10 C 1 6.06 6.11 

Fe XI 181.137 181.3 3s2.3p4 3P0 - 3s2.3p3(4s*).3d 3 D, 136.2 0.68 0.10 C 1 6.06 6.11 
Fe XI 182.169 182.3 3s2.3p4 3 P, - 3s2.3p3(4s).3d 3 132 459.1 0.61 0.07 C 1 6.06 6.11 0.85 

Fe X 182.31 3s2.3p5 2P2p . 3s2.3p4(3p).3d 2 '312  6.05 0.15 

• VI 184.117 184.0 	1s22p 2 F312 . 1s2 35 2 S 1 , 2  72.4 0.62 0.13 C 1 6.03 5.51 0.67 

• VI 183.937 . 	1s2 2p 2 P,12 . 1s2 3s 5.51 0.33 

Fe X 184.543 184.6 3s2.3p5 2 1`3 ,2 . 3s2.3p4(ld).3cl 2 S,12 759.0 0.88 0.09 C 1 6.05 6.05 

Fe VIII 185.213 185.3 189.7 0.38 0.05 G 1 5.99 5.64 AC 
Fe XII 186.884 186.8 3s2.3p3 2 D5,2 . 3s2.3p2(3p).3d 2 F712 261.9 0.81 0.09 C 1 6.05 	6.16 0.49 

Fe VIII 186.599 5.64 0.36 AC 
Fe XII 186.851 3s2.3p3 2 D3,2 - 3s2.3p2(3p).3d 2 F512 6.16 0.14 
Fe XI 188.232 188.3 3s2.3p4 3 P2 . 3s2.3p3(2d).3d 3 P2 1406.5 0.85 0.09 C 1 6.06 	6.11 0.72 
Fe XI 188.299 3s2.3p4 3P2 - 3s2.3p3(2d*).3d 'F1 6.11 0.26 
Fe XI 189.129 189.1 	3s2.3p4 3P, - 3s2.3p3(2d*).3d 3 F1 71.4 0.48 0.08 C 1 6.06 	6.11 
Fe X 190.043 190.0 3s2.3p5 2F1,2 - 3s2.3p4(Id).3d 2 5 1 ,2  368.8 064 0.07 C 1 6.05 6.05 
S XI 191.266 191.1 	2s22p2 3 P2 . 2s2p3 35 69.7 0.40 0.08 C 1 6.08 6.24 0.61 
Fe XI 190.888 3s2.3p4 1 D2  - 3s2.3p3(4s*).3d 3 D2 6.11 0.16 
Fe XII 191.053 3s2.3p3 2 P3,2 - 3s2.3p2(3p).3d 2 D512 6.16 0.16 
S XI 191.266 191.3 2s22p2 3 F2 - 2s2p3 3 S 17.8 0.96 0.55 C 1 6.08 6.24 
Fe XII 192.393 192.4 3s2.3p3 4 

S312 - 3s2.3p2(3p).3d 4 F,,2 270.2 0.86 0.12 	C 1 6.08 6.16 
Fe XI 192.83 192.8 3s2.3p4 3 F, - 3s2.3p3(2d).3d 3 F2 336.4 0.59 0.07 C 1 6.06 6.11 
Fe XII 193.521 193.6 3s2.3p3 4 

S3/2 - 3s2.3p2(3p).3d 4 P3p 828.5 0.84 0.09 C 1 6.07 6.16 
Fe XII 194.609 194.5 3s2.3p3 	- 3s2.3p2(3p).3d 2 F,,,2 79.3 0.14 0.04 C 1 6.06 6.16 0.81 
Fe VIII 194.661 3p6.(Is).3d 2 D512 - 3p6.(ls).4p 2 F3,2 5.67 0.18 AC 
Fe XII 195.118 195.2 3s2.3p3 	3/2 - 3s2.3p2(3p).34 4 F512 1103.8 0.99 0.10 C 1 6.08 6.16 
Fe VIII 195.972 195.9 3p6.(Is).3d 2 03,2 	3p6.(ls).4p 2 F,,,2 24.4 0.25 0.13 C 1 6.01 	5.64 0.77 AC 
S X 196.108 2s22p3 2 P,12 - 2s2p4 2 P3,2 6.12 0.23 
Fe XII 196.648 196.6 3s2.3p3 205 ,2 	3s2.3p2(ld).3d 205 / 2  104.8 0.51 0.10 C 1 6.08 6.16 
S VIII 198.553 198.7 	2s2.2p5 2 F312 - 2s.2p6 2 S,,,2 140.0 USC 0.13 C 1 603 5.88 0.66 
Fe XI 198.545 3s2.3p4 '0 	- 3s2.3p3(2d*).3d 3 P, 6.11 0.32 
Fe XIII 200.022 200.1 3s2 3p2 3 F1 - 3s2 3p 3d 3 D, 54.7 0.33 0.14 C 1 6.09 6.20 
Fe XIII 201.128 201.2 3s2 3p2 S I', - 3s2 3p 3d 3 D, 198.7 0.23 0.05 C 1 6.09 6.21 
Fe XIII 202.044 202.1 3s2 3p2 3 F0 . 3s2 3p 3d 3P, 493.9 0.87 0.13 C 1 6.09 6.21 
Fe XI 202.706 202.7 3s2.3p4 I D2 	3s2.3p3(2d*).3d 1 P1 180.6 0.86 0.22 C 1 6.05 	6.11 0,75 
S VIII 202.61 2s2.2p5 2 P,,2  - 2s.2p6 2 5,12 5.88 0.16 
Fe XIII 203.828 203.8 3s2 3p2 3 F2 - 3s2 3p 3d 3 D3 145.9 0.60 0.16 C 1 6.09 6.20 0.73 
Fe XIII 203.797 3s2 3p2 3 P2 - 3s2 3p 3d 3 D2 6.20 0.26 
Fe XII 206.371 206.1 	3s2.3p3 2 D3 12  - 3s2.3p2(ls).3d 2 D312 94.1 046 0.12 	C 1 6.08 6.16 
Fe XI 207.777 207.5 3s2.3p4 3 P I . 3s2.3p3(2p*).3d 3 D2 120.6 1.12 0.31 C 1 6.06 6.11 0.79 
Fe X 207.447 3s2.3p5 2P3,2 - 3s2.3p4(ld)3d 2 F512 6.04 020 
Fe XIII 209.919 209.7 3s2 3p2 3 P2 - 3s2 3p 3d 3 F, 77.4 1.12 0.49 C 1 6.09 6.21 0.85 
Fe XIII 209.621 3s2 3p2 3 F, - 3s2 Sp 3d 3 P2 6.20 0.15 
Fe XIV 211.32 211.3 3s2 3p 2 P1,2 . 3s2 3d 84.3 0.59 0.19 C 1 6.11 	6.25 
Si VIII 216.915 216.8 2s22p3 2 D512 - 2s2p4 2 P3,,2 255.2 0.54 0.09 C 1 6.03 5.90 0.54 
Fe IX 217.101 3p6 'So - 3p5.3d 3D, 1 5.94 0.23 
Si X 258.372 258.5 	2p 2 P3,2 - 2s.2p2 'P3,,2 321.0 0.86 0.09 C 2 6.06 6.13 
S X 259.496 259.8 2s22p3 4 

S3/2 	2s2p4 4 P3,2 106.2 1.48 0.19 C 2 6.06 6.13 
Si X 261.063 261.2 	2p 2 P312 - 2s.2p2 2 P,,2 133.3 1.06 0.13 G 2 6.06 6.13 
Fe XIV 264.78 264.6 3s2 3p 2 P3,t2 - 3s 3p2 2 P3,t2 27.0 0.69 0.16 C 2 6.11 	6.25 

266.3 ghost of 290.7 A(bl) C 2 
268.8 ghost of 292.8 A C 2 

Fe XIV 270.507 270.4 3s2 3p 2 P3,2 . 3s 3p2 2 P,,,7 6.8 2.38 1.10 C 2 6.08 6.25 0.78 7 
Mg VI 27039 2s2.2p3 203,3 	2s.2p4 2 P3,2 5.66 0.19 
Si X 271.983 272.0 2p 2 P,,2 - 2s.2p2 2 Su2 105.4 1.03 0.12 C 2 6.07 6.13 
Si VII 272.638 272.7 2p4 3 F2 - 2s.2p5 3 P, 42.1 0.31 0.05 C 2 5.99 	5.77 
Fe XIV 274.2 274.1 	3s2 3p 2 P,,2 - 38 3p2 2 S1,2 37.5 0.89 0.14 C 2 6.09 6.25 0.81 
Si VII 274.174 2p4 3 P, - 2s2p5 3 F0 5.77 0.19 

13 b1 ghost of 296.1 A 
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Table C.2: 

Si VII 275.353 275.3 2p4 3P2 - 2s.2p5 3 F2 60.6 0.91 0.12 0 2 5.99 5.77 

Mg VII 276.154 276.1 	2s22p2 3 P0 - 292p3 3 Si 18.1 0.91 0.31 0 2 5.99 5.81 0.51 

Si VII 275.667 	2p4 3 F1 - 28.2p5 3F1 5.77 0.45 

SiX 277.255 277.0 2p 	I'3 /3  - 2s.2p2 2S,3 213.5 1.07 0.12 0 2 6.03 6.13 0.38 

Si VIII 277.054 	2s22p3 2 D512 - 2s2p4 205 ,2 5.90 0.30 

Si VIII 276.838 	2s22p3 2D512 - 2s2p4 2 D312 5.90 0.13 

Mg VII 277 	 2s22p2 3 F1 - 2s2p3 35 1 
 5.81 0.11 

Mg VII 278.402 278.4 2s22p2 3 P2 . 2s2p3 3  S 1 52.9 1.17 0.16 0 2 5.99 	5.81 0.68 

Si VII 278.443 	2p4 3 F, - 2s.2p5 3P2 5.77 0.29 

At IX 280.151 	280.1 	2s2.2p 2 F,12 . 2s.2p2 2 F312 10.9 1.19 0.41 	0 2 6.04 6.03 

Mg VII 280.737 280.7 2s22p2 1 D2 . 2s2p3 'F, 6.8 0.61 0.29 0 2 5.98 5.80 

S XI 281.401 	281.5 	2s22p2 3 Fo 	2s2p3 3 13, 17.8 1.21 0.28 0 2 6.08 6.24 

Al IX 282.422 282.6 2s2.2p 2 P,12 . 2s.2p2 2 P 1 12  28.9 0.93 0.17 0 2 6.04 6.03 

Fe XII 283.449 283.6 3s2.3p3 2 D3 12  - 3s.3p4 2 F,12 15.5 0.21 0.06 0 2 6.07 6.16 bI ? 

Al IX 284.042 284.5 2s2.2p 2 F312 	2s.2p2 2 P3,2 79.7 1.11 0.14 0 2 6.07 6.03 0.76 

Fe XV 284.16 	3s2 'So . 3s3p 'F, 6.29 0.24 

S XI 285.587 285.8 2s22p2 3 P1 - 2s2p3 "D, 33.8 0.64 0.12 0 2 6.08 6.24 0.48 

S XI 285.822 	2s22p2 3 F1 - 2s2p3 3 D2 6.24 0.40 

At VIII 285.469 	2p2 1 D2 . 2s.2p3 1 D2 5.91 0.11 

At IX 286.377 286.6 2s2.2p 2 P312 - 2s.2p2 2 P 1 ,2  15.5 1.39 0.36 0 2 6.04 6.03 

Fe XII 287.263 287.5 3s2.3p3 2 D3 12  - 3s.3p4 2 F3,2 20.4 0.09 0.02 0 2 6.07 6.16 bI ? 

S XII 288.434 288.4 2s2.2p 2 F1,i2 - 2s.2p2 2 D3 12  9.6 0.42 0.16 0 2 6.11 	6.32 0.57 

Fe XIII 288.565 	3s2 3p2 'So . 3s 3p3 'F, 6.20 0.43 

S XII 288.434 288.7 2s2.2p 2 P,,2 - 2s.2p2 2 D3 12  4.7 0.86 0.78 0 2 6.11 	6.32 0.57 

Fe XIII 288.565 	3s2 3p2 'So 	3s 3p3 1 F1 6.20 0.43 

F IX 289.531 289.7 2s22p3 453,3 - 2s2p4 4 F5,2 17.5 0.29 0.08 0 2 6.05 6.05 . 	 ' 

Si IX 290.69 	290.5 2s22p2 3 P0 - 2s2p3 "Pa 78.8 0.91 0.12 0 2 6.04 6.03 ' 

Si IX 292.8 	292.7 2s22p2 "F, . 2s2p3 3 P0 182.2 1.15 0.13 0 2 6.04 6.03 0.40 

Si IX 292.856 	2s22p2 3 F1 . 2s2p3 S F, 6.03 0.32 

Si IX 292.763 	2s22p2 "Ft . 2s2p3 3 F2 6.03 0.27 

293.3 ghost of 313.7 A ? 0 2 

294. 	ghost of 314.3 A ? 0 2 

294.8 ghostof 315. A 02 

Si IX 296.117 296,2 2s22p2 3 P2 - 2s2p3 3 P2 337.2 0.90 0.09 0 2 6.04 6.03 0.72 	' 

Si IX 296.213 	2s22p2 3 P3 . 2s2p3 "F, 6.03 0.28 

296.9 ghost of 317. A (bt?) 0 2 
299.9 ghost of 319.8 A 0 2 

Al IX 305.045 305.3 2s2.2p 2 F3 12  - 2s.2p2 2 1 ,2  14.3 1.00 0.26 0 2 6.04 6.03 

Si VIII 308.195 307.9 2s22p3 2 P3,,2 . 2s2p4 2 135 12  11.9 1.29 0.42 0 2 6.02 5.90 0.76 

Si VIII 307.652 	2s22p3 2 F,,2  . 2s2p4 2 D3 12  5.90 0.23 

Fe XI 308.548 308.5 3s2.3p4 'D2 . 3s.3p5 'F, 40.5 0.36 0.05 02 6.06 6.10 18 

310.4 ghost of 328.3 A ? 0 2 

Mg VIII 311.796 311.6 2p 2 F 1 12  - 2s.2p2 2 F3 1 2  55.9 0.99 0.13 0 2 6.01 	5.91 19 

Fe XIII 312.109 312.1 3s2 3p2 3 F1 - 38 3p3 0 F1 16.2 1.44 0.38 0 2 6.09 6.20 20 

Mg VIII 313.754 313.7 2p 2 F12  . 2s.2p2 2 F 1 12  112.1 0.98 0.12 0 2 6.00 5.92 21 

Si VIII 314.327 314.3 2s22p3 453/9 . 2s2p4 4 F,12  124.1 1.04 0.12 0 2 6.02 	5.91 22 

Mg VIII 315.039 315.1 	2p 2 F312  - 2s.2p2 2 F3,2 290.8 0.96 0.10 0 2 6.00 5.91 23 

Si VIII 316.205 316.3 2522P3 	3/2 	2s2p4 4 F3,,2 171.6 1.43 0.16 0 2 6.02 	5.91 24 

Mg VIII 317.039 317.1 	2p 2 P312 - 2s.2p2 2 P1,2 116.8 0.67 0.08 0 2 6.00 5.92 

318.6 ghost of 335.4 A (hi Mg VII 319.) 0 2 

Si VIII 319.826 319.8 2s22p3 4 S3/2 - 2s2p4 4 F5 12  335.9 1.11 0.12 0 2 6.02 	5.91 26 

Fe XIII 320.809 320.8 3s2 3p2 3 P2 -3s 3p3 3P2 13.2 0.77 0.18 0 2 6.09 6.20 27 

Fe XIII 321.4 	321.6 3s2 3p2 3 P2 -3s 3p3 "P, 14.0 1.17 0.26 02 6.08 6.20 0.66 

' 4 b1 with a ghost 7 
' 5 Ghosting to 266.7 A + ghost of 311.7 A 
' 6 Ghosting to 268.8 A + ghost of 313. A 
' 7 0hosting to 272.6 A + ghost of 316.2 A 
' 8 Ghosting and ghosted 7 
' 9 Ghosting to 290.6 A + ghost 7 
20 Ghosting 291.4 A + ghost of 329.7 A 
2t Ghosting to 293.3 A 
22 Ghosting to 294. A 
23 Ghosting to 294.8 A 
24 Ghosting to 296.2 A + ghost of 332.8 A 
25 Ghosting to 296.9 A + ghost of 334.1 A 
"Ghosting to 336.1, 299.9 A 
27 Could be contaminated by the unidentified line at 337.2 A 
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Table C.2: (continued) 
Ion Au, 	Aob 	Transition 

(A) 	(A) 
1ob 

Ii, 
+1- Oct log 	log 

Ten Tmax 

frac 

Fe X 321.732 	3s2.3p4(3p).3d 	D5/3 - 3s .3p5(3p*).3d 4 F712 6.04 0.23 

Al X 332.789 332.9 2s2 'So - 2s.2p 'P, 63.7 1.85 0.30 C 2 6.06 6.09 28 

Fe XIV 334.172 334.2 3s2 3p 2 P 1 ,2  -3s 3p2 	D3/2 9.9 2.09 0.79 C 2 6.11 	6.24 29 

Mg VIII 335.253 335.3 2p 2 P,,2 - 2s.2p2 2 S,12  91.8 0.83 0.11 C 2 6.03 5.92 0.65 30 

Fe XII 335.339 	3s2.3p3 2 03/2 - 3s.3p4 2 03/2 6.16 0.33 

336.1 ghost of 319.8 A 02 

Fe XII 338.278 338.1 3s2.3p3 2 05 /2  - 3s.3p4 2 D5 1 2  22.5 1.27 0.34 0 2 6.07 6.16 

Mg VIII 339.006 339.0 2p 2 P3,2 . 2s.2p2 2 5 1 / 2  61.7 1.11 0.18 C 2 6.00 5.92 

No VI 401.926 401.9 2s22p 	I'3/2 . 2s 2p2 2 P312 11.8 0.44 0.07 C 3 5.89 5.64 

Mg VI 403.307 403.1 	2s2.2p3 	3/2 - 25.2P4 4 Fp 8.5 1.25 0.25 C 3 5.94 5.65 0.89 32 

Ne VI 403.255 	2s2 2p 2 P3,2 . 2s 2p2 2 P 1 ,2  5.64 0.11 

Fe XIII 202.044 403.9 3s2 3p2 3 P0 - 3s2 3p 3d 3 P1 264.5 1.63 0.33 C 3 6.09 6.21 

Fe XI 202.448 404.7 3s2.3p4 31`2 - 3s2.3p3(2p*).3d ID2 123.8 0.39 0.15 C3 6.06 	6.11 
Fe XI 406.811 406.8 3s2.3p4 '02 - 3s.3p5 3 P2 3.6 1.55 0.54 C 3 6.06 	6.11 
Fe XIII 203.828 407.5 3s2 3p2 3 P2 . 3s2 3p 3d 3 133 79.0 1.11 0.44 C 3 6.09 6.20 0.73 

Fe XIII 203.797 	3s2 3p2 3 F2 - 3s2 3p 3d 3 D2  6.20 0.26 

408.5 ghost of 436.5 A ? C 3 
409. 	ghost of 436.7 A C 3 

Na VIII 411.166 	411.1 	2s2 'So - 2s.2p 'P, 22.8 1.13 0.15 C3 5.99 5.86 
Fe XV 417.258 417.3 3s2 'So . 3s3p 3  P 1 1.1 0.61 0.55 C 3 6.15 	6.29 

Ca X 419.754 419.7 3p 2 P3,2 . 3d 2 D5 1 2  8.5 0.59 0.13 C 3 6.02 	5.82 0.60 • IV 419.713 	1s2 2p 2 P3 ,2  - 1s2 as 2 S1/2 5.08 0.25 • IV 419.525 	1s2 2p 2 P,12  - 182 as 2 S1/2 5.08 0.12 
Fe XIV 211.32 	422.7 3s2 3p 2 P,12 - 3s2 3d 2 03 1 2  75.0 0.66 0.27 C3 6.11 	6.25 
Fe XIII 213.771 427.5 3s2 3p2 3 P2 . 3s2 3p 3d 3 P2 98.1 0.13 0.04 C 3 6.09 6.20 hI ? 
Mg VIII 428.319 428.2 2s.2p2 205/2 . 2p3 20/ 4.3 0.78 0.27 C 3 6.00 5.92 0.55 
Mg VIII 428.245 	2s.2p2 20312 - 2p3 2 03,2 5.92 0.35 
Mg VII 429.14 	429.2 2s22p2 3 F0 - 2s2p3 3 D, 12.5 0.84 0.15 03 5.98 5.80 
Mg VIII 430.465 430.5 2p 2 P 1 /2  . 2s.2p2 2 D3 1 2  104.0 1.04 0.11 C 3 6.00 5.91 
Mg VII 431.313 431.3 2s22p2 3 F, - 2s2p3 3 D2  25.0 1.23 0.18 C 3 5.98 	5.80 0.78 
Mg VII 431.188 	2s22p2 3 P, . 2s2p3 3  D 1 5.80 0.22 
Mg VII 434.917 434.9 2s22p2 3 P2 - 2s2p3 3 03 36.9 1.23 0.16 C3 5.98 5.80 0.87 
Mg VII 434.72 	2s72p2 3 P2 . 2s2p3 3  D2 5.80 0.13 
Mg VIII 436.735 436.9 2p 2 F3 /2  . 2s.2p2 205 ,2  191.4 0.91 0.10 C 3 6.00 	5.91 0.89 
Mg VIII 436.672 	2p 2 P3,2 - 2s.2p2 2 D312  5.91 0.11 	38 

Fe IX 218.937 438.0 3p6 1 50 	3p5.3d 1 02 41.8 0.44 0.19 C 3 6.02 5.94 
Fe XIV 219.136 438.4 3s23p 2 P3/2  - 3s2 3d 2 05 /2  68.9 0.13 0.05 C 3 6.09 6.24 0.58 hI ? 
Fe XI 219.198 	3s2.3p4 'D2 	3s2.3p3(2p).3d 3 D2  6.11 0.41 
Mg IX 439.175 439.1 	2s.2p 3P, . 2p2 3 P2 19.3 0.46 0.07 C 3 6.03 5.98 
Fe XIV 220.088 440.4 3s23p 2 P3/2  . 352 3d 3 D3 1 2  58.7 0.24 0.10 C 3 6.10 6.25 0.70 bI ? 
Fe XI 220.249 	3s2.3p4 3P2 - 3s2.3p3(2d*).3d 3 G3 6.10 0.23 
Mg IX 441.198 441.2 2s.2p 3P0 - 2p2 3 F1 14.5 0.53 0.09 C 3 6.02 	5.98 
S IX 221.241 442.5 2s2.2p4 3 P2 - 2s.2p5 3 P1 46.4 1.01 0.44 C 3 6.04 6.00 
Mg IX 443.402 443.3 2s.2p 3P 	. 2p2 3 P, 9.2 0.59 0.16 C 3 6.03 5.98 
Mg IX 443.972 444.0 2s.2p 3P2 . 2p2 3 F2 48.5 0.54 0.07 C 3 6.03 5.98 
Si IX 223.742 447.4 2s22p2 3 F0 - 2s2p3 3, 109.3 0.57 0.15 C 3 6.05 6.04 0.90 39  

Fe XIII 223.777 	3s2 3p2 '02 . 3s2 3p 3d 3 P, 6.21 0.10 
Mg IX 448.293 448.4 2s.2p 3P2 - 2p2 3 P, 18.3 0.47 0.07 C 3 6.03 5.98 
S LX 224.725 449.5 2s2.2p4 3 P2 - 2s.2p5 3 P2 123.3 1.68 0.43 C 3 6.04 6.00 7 
Si IX 225.024 450.2 2s22p2 3 P, . 2s2p3 35 230.3 1.04 0.19 C 3 6.04 6.04 0.69 
Fe X 225.161 	3s2.3p5 2p3,,2 - 3s2.3p4(1d).3d 2 D5 , 2  6.04 0.20 
SIX 225.22 	2s2.2p4 3 P 1  . 2s.2p5 3 P, 6.00 0.11 
Fe X 226.02 	451.7 3s2.3p5 2 P3 /2  . 3s2.3p4(3p).3d 4 P3 1 2  37.7 0.45 0.31 C 3 6.04 6.04 hI 7 
Fe X 226.32 	452.7 3s2.3p5 2 P3 ,2  - 3s2.3p4(3p).3d 4 P52  109.4 0.48 0.13 C 3 6.05 6.04 bI 7 

28 Ghosting to 316.2 A 
29 Ghosting to 317. A 
30 Chosting to 318.6 A 
3 'Only partly blended with the ghost of 430.5 A 
32 Not blended with the ghost of 431.2 A 
33 There might still a small contribution from unidentified lines. In the SERTS-89 spectrum, a weak line 

at 408.393 A was observed. 

34 Could be ghosting to 401.9 A 
35 Could in principle be ghosting to 403.3 A, but is not. 
36 Could in principle be ghosting to 406.8 A, but is not. 
37 Could be ghosting to 408.5-409 A. 
35 Could be ghosting to 408.5-409 A. 
"Blended with a Fe XIV 447.331 A in first order. 
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Table Ci: (continued) 
Ion 'th 	ob 	Transition 

(A) 	(A) 
1ot, 

1ob 
+1- Det log 	log 

Ten 	Trnax 
frac 

Si IX 227 	454.0 2s22p2 3 P2 - 2s2p3 6 5, 288.2 0.97 0.16 0 3 6.04 6.04 

Fe XII 227.406 454.9 3s2.3p3 2F,,2 - 3s2.3p2(3p).3d 2 P,/2 20.7 1.07 0.97 0 3 6.07 6.16 0.62 

Si IX 227.361 	2s22p2 '02 - 2s2p3 'F, 6.03 0.31 

Fe XIII 228.159 456.3 3s2 3p2 'D2 - 3s2 3p 3d 3 P2 70.0 0.21 0.09 0 3 6.08 6.20 0.70 bI? 

S X 228.164 	2s22p3 203 ,2  - 2s2p4 2 03 ,2  6.11 0.23 

Ne VII 465.22 	465.2 2s2 'So - 2s2p 1 P, 142.2 0.76 0.08 0 3 5.98 5.72 

Ca IX 466.239 466.3 3s2 'So - 3s.3p 'F, 39.8 0.45 0.06 03 5.98 5.78 

Fe X 233.644 467.2 3s2.3p5 2 P3,2 - 3s2.3p4(1d).3d 2 F3 ,2  102.1 0.47 0.14 0 3 6.04 6.04 0.77 

Fe X 233.482 	3s2.3p5 2P3,2 - 3s2.3p4(3p).3d 4 F312 6.04 0.23 

Fe X 234.353 468.7 3s2.3p5 2 P3,2 - 3s2.3p4(3p).3d 4 F512 81.5 0.49 0.15 03 6.04 6.04 0.64 	bIT 

Si VIII 234.241 	2s22p3 2 P3,,2 - 2s2p4 2 P,2 5.90 0.12 

Fe X 234.326 	3s2.3p5 2 P 1 ,,2 - 3s2.3p4(3p).3d 4 P312 6.04 0.12 

Fe XI 235.088 469.5 3s2.3p4 31`2 - 3s2.3p3(2d).3d 3 F2 14.3 0.34 0.31 0 3 6.06 6.10 

Si VIII 235.549 471.5 2s22p3 2 P3,2 - 2s2p4 2 F3,,2 18.3 0.83 0.69 0 3 6.02 5.90 

Fe XIII 240.696 481.0 3s2 3p2 3 Po - 3s 3p3 35 14.3 1.51 1.29 0 3 6.09 6.20 42 

Fe XIII 240.696 481.4 3s2 3p2 3 P0 - 3s 3p3 3 S, 29.1 0.81 0.30 0 3 6.08 6.20 0.84 

Al VII 240.777 	2s22p3 2 D312 - 2s2p4 2 P3,2 5.78 0.14 

Fe IX 241.739 483.3 3p6 'So - 3p5.3d 3 F2 140.8 1.18 0.16 0 3 6.02 	5.94 

Fe IX 244.909 489.1 3p6 'So - 3p5.3d 3 P, 69.9 0.90 0.14 0 3 6.02 	5.94 

Al X 332.789 665.7 2s2 'So - 2s.2p 'P, 121.3 0.97 0.88 0 4 6.06 6.09 

Fe XII 338.278 676.6 3s2.3p3 2 D512 - 3s.3p4 2 05,2 71.2 0.40 0.36 04 6.07 6.16 

Na IX 681.721 	681.5 	1s2.2s 2S,,2 - 1s2.2p 2 F3,2 3.3 11 2 0 4 6.03 5.92 

Fe XI 341.113 682.1 	3s2.3p4 3 P2 - 3s.3p5 3 P, 287.9 0.16 0.07 04 6.06 6.11 hI? 

Si IX 341.949 684.4 2s22p2 3 P0 - 2s2p3 3 DI 103.8 0.98 0.82 0 4 6.04 6.03 
Si IX 345.124 690.3 2s22p2 3 P, - 2s2p3 	1)2 200.4 1.23 0.44 0 4 6.04 6.03 0.77 
Si IX 344.951 	2s22p2 3 P 	- 2s2p3 3 D, 6.03 0.23 
Fe X 345.723 691.5 3s2.3p5 2 P3,2 - 3s.3p6 2 12 141.0 1.13 0.50 0 4 6.04 6.04 
Fe XII 346.852 693.8 3s2.3p3 4 S32 - 3s.3p4 4 P,12 194.6 0.24 0.15 0 4 6.07 6.16 hI 7 
Na IX 694.147 694.2 	1s2.2s 25,,2 - 1s2.2p 2 P,p 6.0 3.13 2.84 0 4 6.03 5.92 7 
Si X 347.403 694.7 2p 2 P,,2 - 2s.2p2 2 D312 293.1 0.76 0.29 0 4 6.06 6.13 
Fe XIII 348.183 696.2 3s2 3p2 3 P0 - 3s 3p3 3 D, 26.1 1.95 1.76 0 4 6.09 6.20 
Fe XI 349.046 698.0 3s2.3p4 3 P1 - 3s.3p5 3 P0 61.8 0.15 0.08 0 4 5.99 6.10 0.39 bI 7 
Mg VI 349.163 	2s2.2p3 205,2 - 2s.2p4 2 05 , 2  5.65 0.33 
Mg VI 349.124 	2s2.2p3 2 D312 - 2s.2p4 2 D312 5.65 0.25 
Si IX 349.873 699.8 2s22p2 3 F2 - 2s2p3 3 D3 267.1 0.85 0.17 0 4 6.04 6.03 0.84 
Si IX 349.794 	2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.16 
Fe XII 352.106 704.2 3s2.3p3 	3/2 - 3s.3p4 4 F3,2 101.5 0.92 0.37 0 4 6.07 6.16 

704.7 ghost of Mg IX Ho 368.07 A 7 0 4 
Fe XI 352.662 705.2 	3s2.3p4 3 F2 - 3s.3p5 3 1`2 176.2 1.11 0.39 04 6.06 6.11 
Mg IX 706.058 705.8 2s2 I S, - 2s.2p 3 F 45.8 0.52 0.08 0 4 6.02 5.98 
Si X 356.012 711.8 2p 2 F3,2 - 2s.2p2 2 D512 127.6 1.05 0.38 0 4 6.06 6.13 0.76 
Si X 356.05 	2p 2 P3,2 - 2s.2p2 2 03 ,2  6.13 0.24 
Fe XI 356.519 712.9 3s2.3p4 3 P1 - 3s.3p5 3 F, 27.4 0.87 0.79 04 6.06 	6.11 
Fe XI 358.621 	717.3 3s2.3p4 3 Po - 3s.3p5 3 P, 48.9 0.64 0.58 0 4 6.06 	6.11 
Fe XIII 359.642 719.2 3s2 3p2 3 P, - 3s 3p3 3 D2 58.4 0.19 0.15 0 4 6.08 6.20 
Fe XIII 359.842 719.7 3s2 3p2 3 P1 - 	 3p3 3 D, 16.4 0.81 0.73 0 4 6.09 6.20 
Fe XVI 360.761 	721.6 3525,12 - 	 I' 2 F1/2 89.9 0.01 0.01 0 4 6.18 6.34 0.77 	hI ? 

Fe X 360.839 	3s2.3p4(3p).3d 4 F5,2 - 3s.3p5(3p).3d 4 F3p 6.04 0.23 
Fe XII 364.467 728.5 3s2.3p3 4 S3/2 - 3s.3p4 4 F5,2 123.7 1.05 0.47 0 4 6.07 6.16 
Mg VII 365.234 729.9 2s22p2 3 P, - 2s2p3 3 P2 31.6 0.97 0.88 0 4 5.98 	5.81 0.37 
Mg VII 365.176 	2s22p2 3 F, - 2s2p3 3 Po 5.81 0.35 
Mg VII 365.243 	2s22p2 3 F, - 2s2p3 3 P, 5.81 0.28 
Fe X 365.543 730.7 3s2.3p5 2P,,2 - 3s.3p6 2 51/2 56.8 1.21 1.09 04 6.04 6.04 
Mg VII 367.674 735.4 2s22p2 3 F2 - 2s2p3 3 P2 94.9 0.54 0.48 0 4 5.98 5.81 0.77 
Mg VII 367.683 	2s22p2 3 F2 - 2s2p3 S F, 5.81 0.23 
Mg IX 368.07 	736.0 2s2 'o - 2s.2p 'F, 1069.1 0.92 0.14 04 6.03 5.98 
Fe XI 369.153 738.1 3s2.3p4 3 P, - 3s.3p5 5 F2 62.9 0.93 0.56 0 4 6.06 	6.11 

742.6 ghost of 769.3 A 0 4 
744.1 ghost of Ne VIII 770.4 A 0 4 
745.5 ghost of 772.26 A 0 4 

Mg IX 749.55 	749.7 2s.2p 'P, - 2p2 1 02 9.0 0.27 0.13 0 4 6.03 5.99 

40 Blended with first order Fe XIV 467.395 A line. 
4 'Blended ? + a Ne IV 469.9 A in on-disc observations. 
42 + a Ne V 480.4 A in on-disc observations. 

a Ne V 481.3 A in on-disc observations. 
"+ Ne III 489 A in on-disc observations. 
45 0hosting to 704.7 A 7 
46 1t appears not to be ghosting. On-disc, it is blended with a ghost of N IV 765.1 A. 
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Table C.2: (continued) 
Ion Ath 	A05 	Transition 

(A) 	(A) 
lob 17 

1ob 
+1- Det log 	log 

T 5  Tm ax 
frac 

Ca IX 378.081 755.6 3s.3p 3P2 - 3s.3d 6 D3 17.1 0.07 0.06 G 4 5.97 5.78 0.52 

Al IX 384.971 	769.3 2s2.2p 2 P112 - 2s.2p2 2 D312 75.8 0.37 0.15 0 4 6.04 6.03 

Ne VIII 770.409 770.8 1s2 2s 	- 1s2 2p 2 P312 294.1 1.81 0.20 0 4 6.02 	5.79 48 

Mg VIII 772.26 	772.1 	2p 2 P3,2 - 2s.2p2 4 P5,2 21.7 0.38 0.13 0 4 6.00 5.90 

Al VIII 387.957 775.4 2p2 3 P2 - 2s.2p3 3 D3 39.9 0.69 0.38 0 4 6.02 	5.92 0.84 	50 

Al VIII 387.822 	2p2 31`2 - 2s.2p3 3 D2 5.92 0.14 

S X 776.373 776.3 2s22p3 	s3,,2 - 2s22p3 2 P312 6.0 1.15 0.78 G 4 6.06 6.11 

Ne VIII 780.324 780.1 	1s2 2s 	- 1s2 2p 2 P112 157.7 1.69 0.20 C 4 6.02 	5.79 

Mg VIII 782.338 781.9 2p 2 P312 - 2s.2p2 4 P312 6.7 0.77 0.59 C 4 6.00 5.90 

47 Blended with a Mg VIII 769.343 A. Ghosting to 742.6. 

48 Ghosting to 744.1 A. 
49 Blended ? (ghosting to 745.5 A) 
50 This identification with second order Al VIII is uncertain. 

349 



I 	
I 	

I 	
I 	

I 	
I 	

I  

y cic (IL
A

 O
N

 N
) X

l 03 

xl 

y k
9
t tg

E
 

11)0 aj 
y Z

L
L

cgc 114 

o
o

trg
c
 x

 a
i + 

ix
 5

 

y 0096cc (iq) (z) IIIX
 03 

y
ig

c
c
(x

a
jiq

)ix
o

j 

Sf
I r 	

(pj 	
M)°BP4P 	

llA
_
iY

- 
 
p
.
ç
 	

I 
n
 o

g
cc 	

(g
) x

 5
 

y 	
9

9
cc IX

 0
3

 

V cL
s6

tc (c) x
i 5

 
oL

L
6tc (ix a

j 	
q) (V

) IA
 6y 

O
 

y cP
L

R
frc' liii a 

E 	
V Z

0Y
L

W
 X

 !S 
z
c
g
tc

 o
x
 a

j 	
—

 

0
0
0
S

W
 () X

IS
 	

4
2
 

5 
6

t6
tc

 X
IS

 
 

V cro
it'c IX

 
03 

- 
y 9006cc lilA

 
6y 	

C
-
 

y q
a

,qEE 	
lix 

03 
4- 0

 
y o

o
cccc (o

x
 a

j  iq) ID
A

 611 	
—

 
Z

L
L

occ A
IX

 
03 

69L
zcc 	

x IV
 

V
 rc

 
lilA

 IV
 —

 

V cz960c lIlA
 5 

0
 

N
 

N
) 

y coz
-g

ic
 0

4
5
 

y gcococ IR
A

 

V 9
6
L
L
 L

c (iqq) lilA
 oi 

o
 	

in 	
o
 	

In 	
0

 
N

 	
N

 

su
aA

a—
o
q
d
 

0
 

rfl 

0
 

Lb -r 01 
C

 
0

 
0

 

0
 

350 



y
 L

t6
n
9
 (ig

) x 	

(y tctag A o iq) y O
fl  

y o
tc

g8
4
S

? °Ib
 

' 6
0
It0

9
 IX

 !S
 

y 9c6969 IR
A

 03 

y U
 Iq) Z

'96Z
 O

Il (3) X
I !S 

I 	
y
 (iq) 976g ofi X

I !S
 

y
 o

cctec I O
H

 

y
9
0
6
o
g
c
(1

Io
Iq

)lx
 

s 

LI 

	

oft 	
y
o
e
z
n
c
(x

 
o
3
Iq

)  1113 

	

- 	
y O

Z
L

899 iq 
ix iv 

C
 

>
j 

yG
9L

L
ccX

O
D

 

y c 	
(oiix 	

q) A
l 0 

F
y 

L
coocc IX

 iv 

y 86L
L

3 
°iI X

 !S 

0
 

IL) 

6
L

L
9
3
 

O
il A

IX
 aj 

0
1
9
3
 011  X

 is 
y
 c9

9
0
3
c lix !S 'I'

n
g

z 
O

il )( !S 

7 
¶

L
3
 0

)1
 (q

) N
 a

j 

0
 

N
 

IL) 

V
 	

IL) 	
0

 	
LU

 	
0

 	
if) 	

0
 

P
0 	

N
 	

N
 su

aA
a—

o
q
d
 

0
 

N
 

ID
 

0
 

If) 

0
' 

C
 

C, 
CI 
> 
0
 

0
 

ID
 

In
 

351 



y 0
0
0
tit xl a

j +
 IIIX

 2J +
 IL

A
 5

 

0
 

N
 

N
 

O
tc

IL
Z

 A
IX

 94 

y
 ttc

g
o
z
 (iq

) IIX
 0

3
 

y ooecoz 
(t) lux a

j 

y
 n

o
to

t 
(in) 

IIIX
 94 

e
tiio

t IIIX
 2

4
 

y a
t0

0
0
t (iq

) IIIX
 2

4
 

V
 0

0
L

8
6

3
 (iq

) lIlA
 

0
0
2
L
6
L
 (Y

O
9
L
 W

O
4
 ) 

y 0
0

5
9

6
L

 
ti tt w

o
o

) vix 93 

y
 o

o
IS

G
L
 () U

X
 2

4
 

y
 tts

c
6

i IN
 a

J
 

0
0
B

Z
6
L
 ( iq

) ix a
j 

V 0
0

0
0

6
L

 ( lix-ix 
2

4
 q

) x a
j 

0
0
t9

9
L
 lix oj  iq

 
(z) ix 

a
j
 

099991 (V
IA

 03  q
) C

 (z) ix 
o

j 

y
 ctctg

 (ix
 oj  iq

) X
 0

3
 

y 6
9
1
3
9
L
 ( X

 2
4
 i) IX

 9
3
 '(1

1
0

1
 

' 0
0

1
0

9
1

 
(x 2

4
 q

) IX
 9

4
 tfrtL

L
L

 
X 

0
] 

V scg
b

L
T

 
0
] 

V 0
0

0
L

 I 
Cc) 

IA
 0 

V Z
LO

LLL xi a
j 

 

C
 

y
 o

&
°&

9
M

A
 9

3
 

'' O
O

LL91 lilA
 94 

O
O

IS
O

 I ç
g
 i IS

046  

iI  

0
 

N
 

0
 

0
 

(N
 

0
 

-c 

0
' 

C
 

0
 

0
 

> 0
 

0
 

0
 

N
 

V 0
0

9
0

9
1

 1
0

9
1

 
40  IS

0
4

6
 - 

0
0
1
9
5
1
 u

 g
u

i 
jo

 Iso
4
6
 

y
 o

o
v
tc

 i tilL
 

JO
 jso46 

0
 	

0
 	

0
 	

0
 	

0
 	

0
 	

0
 

2 	
10 	

N
 

su
a

A
a

—
o

q
d

 

0
 

10 

3
5
2
 



'4
 

/1 

5
 

a
 

E 0
 

7' 
7
'-

 

C
 

t
 

y
 2

/2
8
c
c
 (x 

a
j lq

) lix 
23 

y
 o

o
rg

c (e6
ic 

SO
q 

y cccccc (61c 
b
u
q
so

q
b
) 

(D
x  9

3
 lilA

 i i) IA
X

 9
3

 
y
 ti'c

c
 (tic

 
buqsoqb) A

l: 

6
9
L

c
c
 ('c

 
b

u
!so

q
b

) (iq
) x iv 

rgcc 
6uqso46) ID

A
 !S

 
o
g
c
 (ç

ç
ç
ç
 

IS
0

4
5  +

) u
t bp 

v
 g

co
L

r (rtcc 
u
o
o
-6

u
q
sag

b
 lilA

 
B

W
 

y
 c

o
r9

rc
 (tc

c
 

w
O

7
—

 
L96 

b
u

q
so

q
D

-J) lilA
'S

 

y ecocL
c (t06 

b
u

iso
q

b
—

J lilA
 

y
 tcccrc crc?' 

y 96C
r L

 (c6
ac 

buqsoqb—
q 

L
06 

6uqsoq6-i lq) V
IA

 B
Y

I 

y atceoc 
(iq) ix aJ 

y
 tr L

9
6
 (rg

rc 
jso

4
6
 +

) () x
i
s
 
-
 

y O
O

L
P6Z

 (crc 
so

q
6
) 

' 0
0
9
6
 (c

rc
 

-lu
o

 
59  b

u
q
so

4
6
-i)  (c) x

is 

y 06906Z
 (C

r rc isoqb+)  x
i s 

y otP 	
?t 

y
O

9
r8

z 
x

iw
I
q

y
a
J
 

y a
v
z
g
 

(x 
0
3
 iq

) xi w
 

y
 ro

ir8
 (x

 
o
i iq

) ix $ 
y

 tc
to

8
t H

A
 °IN

 

y 0
0
0
tu

 
(hA

 
s iv 6

v4 iq) V
LA

 !s 

y
 o

o
cca (z) 

H
A

 S
 

y
 O

O
C

P
/2

 (u
t s 

iq
) A

I 0
4
 

y 2c9zL
c ç. 

i?
6
 

;so
q
6
+

) 

' 
L09

O
/2

 
(ig

) A
ix

 2
3

 

V 09C
t9t 

(iq) A
ix 

aj  

96t6c3 

Iii
lI
I
I
lilI

I
I
 

D
 

0
 

N
 

N
) 

0
-c

 

'o
r
 0
' 

C
 

a, 
a, 
> 0
 

0
 

aD 
N

 

0
 

0
 	

0
 	

0
 	

0
 

(0 	
'0

 	
N

) 

s
u
a
A

a
-o

q
d
 

0
 	

0
 	

0
 

(4
 	

-
 

353 



y 
y
 9

6
1

0
t IA

 O
N

 
999O

O
t LA

 6y1 
0
 

0
 

I a) 

to
 

y
 5

fl o
il xi a

j 

y
 6

c
L
L
n
 011 xi a

j 

L
O

fl 
O

il 
Ix

 a
j 

0
 

co 

o
c
g
t IL

A
 O

N
 

0
 

(I, 

C
 

.0
 

E 

4
-
 

4
-
 

0
 

0) 
O

} 

V 	
(L

e
o
t 6

u
,s

o
4
5
-j) () iui 

6S
(Q

Z
Z

 
O

il IIIX
 03 

' 0
,a

z
 

O
il X

l !S
 

	

y Vo 	
!S 

	

O
O

t t$
 	

xi 6 	
c
 

II X
l !S

 i) tiX
 a

i 
O

O
L

9
fl 

nx S 
V 	

0
3iF

ic
 

y
 6

6
L

L
tt (ig

) xi 6114 

y
 9

1
L

6
c
t 

xi 

.4
 

-r 0
' 

C
 

o
w

 0
 

o
o
tc

t () IIA
 

S
9
v
O

t lilA
 

0
P

l6
t IlA

°V
 

O
il 

iliX
 03 

N
 

t6
1
t (iq

) 

' O
S

L
L
tt lilA

 O
N

 

y
 O

6
0

t ( 	
soq6) 

a
 

0
 

0
 	

0
 

I') 	
N

 

s
u

o
A

a
-o

q
d
 

S 

354 



l
i
i
i
 	

l
i
i
i
 	

l
i
i
i
 	

i *Z
9

L
 lilA

 

' 	
f0

2
L
 lilA

 a
 	

- 

V 	
( buqsoqb) lILA

 O
N

 	
ctc6

9
L

 ( S
u

q
so

q
b

) lilA
 

y 
t99611L 	

xi by 

V 0
0
0
ttL

 ( lO
LL lilA

 O
N

 	
so46) 

y o
o
c
z
t 	

(c6
9

1
 	

so46) 

*
 

y 
L
6
9
c 	

O
il ix a

j 

y o
ttg

c
L
 ( buqsoqb) 

O
il xi 6v1 

5
 

fl 
y 	

gggç O
fl x a

j 
E 

y g
y
g
ç
 

O
il lix 

9
J 

4- 
4

-
 

0
 

N
 

0) 

£
 

y o
cc  o

n
 (t) x

 
IS 

0
 

y 0
0
9
&

9
%

9
fl1

 

6
6

K
 Ofl 	

x
is 

L
6

tc °M
 	

IA 611 

' IL
K

 a
ll x IS 

Y. 	
c
c
tc

 On X
 a

j 
y 	

L
g

tc
 O

fl x
iS

 

y 6
t6

L
tc

 o
u

 xi IS 
- 	

' y 	
zecc ou  (iq

) lix
 a

 

0
 	

U
) 	

0
 	

U
) 

tO
 	

N
 	

N
 

su
a

A
a

—
o

q
d

 

y
 o

n
 Iq x iv 

0
 

0
 	

U
) 

N
 

0
 

0
 

N
 

0
 

N
 

-r 

0
 

N
 w

 

> 0
 

0
 

0
 

N
 

0
 

co 
(0

 

3
5
5
 



Table C.3: Some of the ghosting reconstruction applied to the GIS off-limb spectra of 

May 4th, 1997. The averaged positions of the ghost and parent (i.e. ghosting) lines are 
indicated in columns (1) and (3). The ratio of the intensity of the ghost with that one of the 
ghosting line (in counts) is presented in column (2), while the intensity of the ghosting line 
(in counts), is shown in column (4). Note that the correction for ghosting is important for 
many lines, and that some lines have been corrected twice, for both the red- and blue-shifted 
ghosts. 

.ob (A) 
(ghost) 

ratio 
(counts) 

Aob (A) 
(parent) 

I (counts) 
(parent) 

154.629 0.01 174.677 1779.27 
157.232 0.24 177.3 1026.74 
160.628 0.17 180.491 1217.41 
197.405 0.01 180.491 1426.13 
197.896 0.04 180.491 1436.96 
162.658 0.05 182.263 322.152 
165.299 0.15 184.582 530.512 
166.079 0.20 185.327 130.323 
331.218 0.04 313.688 173.599 
294.015 0.25 314.333 162.36 
294.769 0.25 315.101 375.66 
332.5 0.03 315.101 470.292 
296.932 0.68 317.064 120.914 
300.102 0.05 319.782 557.139 
336.238 0.05 319.782 585.483 
268.764 0.05 292.659 233.177 
318.21 0.28 335.304 58.688 
318.647 1.47 335.304 74.836 
408.53 0.06 436.892 448.4 
409.032 0.04 436.892 473.787 
704.691 0.12 735.988 117.175 
742.642 0.51 769.316 12.79 
744.117 0.42 770.761 267.646 
745.4990.25 772.135 22.549 

C.2.1 The GIS ghosts for the off-limb observation - May 4th 1997 
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Figure C.7: The GIS I spectrum of May 4th 1997, off-limb (middle), with the blue- and 
red-shifted and the likely ghosting areas. 
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Figure C.8: The GIS 2 spectrum of May 4th 1997, off-limb (middle), with the blue- and 
red-shifted and the likely ghosting areas. 
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Figure C.9: The GIS 3 spectrum of May 4th 1997, off-limb (middle), with the blue- and 
red-shifted and the likely ghosting areas. 
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Figure C.io: The GIS 4 spectrum of May 4th 1997, off-limb (middle), with the blue- and 
red-shifted and the likely ghosting areas. 
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C.3 The spectra and line identifications for the on-disc ob-
servation - October 16th, 1997 
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Table CA: Line List for the on-disc quiet sun observation of October 16th 1997. 

Fe XI 	308.548 308.4 3s2.3p4 1 ID2 - 3s.3p5 1 1`1 
Mg VIII 311.796 311.8 2p 2 P112 - 2s.2p2 2 P3,2 • IV 	312.42 	312.4 	1s2 2s 251/2 - 1s2 3p 2 F312 • IV 	312.451 	1s2 2s 251/2 - 1s2 3p 2 F112 
Al VI 	312.236 	2p4 3 P1 - 2s.2p5 3 P2 
Fe XII 	312.262 	3s2.3p3 2 P112 - 3s.3p4 2 P112 
Fe XIII 	312.872 313.0 3s2 3p2 3 F1 - 3s 3p3 3 P0 
P X 	312.981 	2s22p2 3 P1 - 2s2p3 3 D2 
Mg VIII 313.754 313.8 2p 2 P 1 12 - 2s.2p2 2 F112 
Si VIII 	314.327 314.4 2s22p3 	- 2s2p4 4 P1/2 
Mg VIII 315.039 315.0 2p 2 P3/2 - 2s.2p2 2 P312 

39.2 
144.5 
40.8 

22.6 

243.3 
241.4 
578.6 

0.43 
0.71 
0.30 

0.17 

0.82 
0.88 

0.08 N 1 
0.08 N 1 
0.06 N 1 

0.05 N 1 

0.09 N 1 
0.09 N 1 

0.09 N 1 

6.02 
5.96 
5.82 

6.07 

5.96 
5.98 
5.96 

6.10 
5.91 
5.09 
5.09 
5.62 
6.16 
6.20 
6.15 
5.92 
5.91 
5.91 

0.49 
0.25 
0.12 
0.11 
0.79 
0.21 

0.90 
Si VIII 316.205 316.2 2s22p3 	3/2 - 2s2p4 4 P312 341.1 1.18 0.12 N 1 5.98 5.91 
Mg VIII 317.039 317.1 	2p 2 F3/2 - 2s.2p2 2 P112 188.4 0.75 0.08 N 1 5.97 5.92 
Mg VII 319.027 319.1 2s22p2 1 D2 - 2s2p3 1 D2 68.0 0.52 0.11 N 1 5.91 5.78 
Si VIII 319.826 319.9 2s22p3 4 S3/2 - 2s2p4 4P5 12  517.4 1.19 0.12 N 1 5.98 5.91 
Fe X 321.732 321.8 3s2.3p4(3p).3d 4D512 - 3s.3p5(3p*).3d 4 F712 10.2 0.68 0.31 N 1 6.03 6.03 0.70 
Fe X 321.804 	3s2.3p4(3p).3d 4 D7/2 - 3s.3p5(3p*).3d 4 F712 6.03 0.29 
Fe X 324.763 324.7 3s2.3p4(3p).3d 41)7/5 - 3s.3p5(3p*).3d 4 F912 21.4 0.67 0.18 N 1 6.03 6.03 52 

Al VIII 325.276 325.4 2p2 3 F1 - 2s.2p3 3 F0 28.4 1.39 0.29 N 1 5.98 5.92 0.37 
Al VIII 325.292 	2p2 3 F1 - 2s.2p3 3 F2 5.92 0.34 
Al VIII 325.338 	2p2 3 P1 - 2s.2p3 S F1 5.92 0.29 
Al VIII 328.185 328.2 2p2 3 F2 - 2s.2p3 3 P2 50.6 1.29 1.00 N 1 5.99 5.92 0.73 
Al VIII 328.232 	2p2 3 F2 - 2s.2p3 3 P1 5.92 0.23 
Al X 332.789 332.8 2s2 'o - 2s.2p 'F 139.9 1.23 0.14 N 1 6.04 6.10 
Fe XIV 334.172 334.3 3s2 3p 2 P1,,2 - 3s 3p2 2 D5 /2  22.1 0.65 0.16 N 1 6.09 6.24 
Mg VIII 335.253 335.3 2p 2 F112 - 2s.2p2 2 5 1 , 2  144.1 0.67 0.07 N 1 5.97 5.92 
Fe XII 338.278 338.3 3s2.3p3 2 D52 - 3s.3p4 2 1)5/2 39.3 0.26 0.04 N 1 6.06 6.15 
Mg VIII 339.006 339.0 2p 2 P3,2 - 2s.2p2 150.8 0.82 0.09 N 1 5.96 5.92 
Ca VII 339.966 339.9 31.9 0.64 0.10 N 1 5.74 5.67 55AC 
Fe XI 341.113 341.2 3s2.3p4 3 P2 - 3s.3p5 3 P1 96.9 0.55 0.06 N 1 6.05 6.11 
Si IX 341.949 342.0 2s22p2 3 F0 - 2s2p3 3 D, 109.0 1.15 0.12 N 1 6.03 6.04 
Ca VII 342.395 342.5 10.6 2.48 0.46 N 1 5.70 5.67 0.87 56AC 
Ca IV 342.449 5.29 0.13 AC 
Si IX 345.124 345.1 	2s22p2 3 P1 - 2s2p3 31)5 285.8 1.08 0.11 N 1 6.03 6.03 0.76 
Si IX 344.951 	2s22p2 3 P1 - 2s2p3 5 D1 6.04 0.23 
Fe X 345.723 345.8 3s2.3p5 2 P3,2 - 3s.3p6 2 S12 187.5 1.06 0.11 N 1 6.03 6.04 
Fe XII 346.852 346.9 3s2.3p3 	312 - 3s.3p4 52.9 0.97 0.12 N 1 6.01 6.16 
Si X 347.403 347.4 	2p 2 P12 - 2s.2p2 2 D312 210.9 1.14 0.11 N 1 6.05 6.14 
Ca VII 347.972 347.8 14.8 0.48 0.08 N 1 5.92 5.67 0.52 AC 
Si X 347.741 	2s.2p2 2D52 - 2p3 6.13 0.21 
Si X 347.729 	2s.2p2 2D5/2 - 2p3 21)3,5 6.14 0.21 
Fe XIII 348.183 348.2 3s2 3p2 3 P0 - 3s 3p3 3 D, 39.4 1.11 0.12 N 1 6.07 6.21 
Mg VI 349.163 349.2 2s2.2p3 21)5/2 - 2sJ2p4 2 D52 67.0 0.71 0.07 N 1 5.86 5.65 0.45 
Mg VI 349.124 	2s2.2p3 2 D3p - 2s.2p4 2 1)3 / 2  5.65 0.34 
Si IX 349.873 349.9 2s22p2 3 F2 - 2s2p3 31) 295.9 0.98 0.10 N 1 6.03 6.02 0.84 
Si IX 349.794 	2s22p2 3 1`2 - 2s2p3 3 D2 6.03 0.16 
Na VII 350.645 350.6 2p 2 P,/2 - 2s.2p2 2 F32 6.8 0.29 0.09 N 1 5.89 5.78 
Mg V 351.088 351.1 	2p4 3  I'5 - 2s.2p5 3 P1 15.7 0.21 0.02 N 1 5.57 5.46 
Fe XII 352.106 352.1 3s2.3p3 4sI 	- 3s.3p4 4 F3 2  127.8 0.88 0.09 N 1 6.03 6.16 0.80 
Al VII 352.149 	2s22p3 4 S3/2 - 2s2p4 4 P112 5.78 0.12 
Fe XI 352.662 352.7 3s2.3p4 3 P2 - 3s.3p5 3 P2 209.2 1.05 0.11 N 1 6.05 6.11 
Mg V 353.092 353.1 	2p4 3 P2 - 2s.2p5 3 F2 22.7 0.43 0.05 N 1 5.56 5.47 
Na VII 353.296 353.3 2p 2P3,2 - 2s.2p2 2 P3/2 14.2 0.83 0.11 N 1 5.85 5.78 0.84 
Mg V 353.3 	2p4 3P, - 2s.2p5 5 P1 5.46 0.16 
Al VII 353.769 353.8 2s22p3 4 S3/2 - 2s2p4 4 P32 18.8 1.61 0.23 N 1 5.96 5.78 0.84 
Fe XIV 353.831 	3s2 3p 2 F3/2 - 3s 3p2 2 D52 6.24 0.15 
Mg V 354.225 354.2 2p4 5 F0 - 2s.2p5 3 F1 21.1 0.12 0.02 N 1 5.56 5.46 
Fe XIII 355.066 	3s2 3p2 	D5 - 3s 3p3 5 F1 6.21 0.17 
Mg V 355.329 355.3 2p4 3 P1 - 2s.2p5 3 F2 6.3 0.51 0.14 N 1 5.56 547 
Fe XI 355.837 355.7 3s23p4 	- 3s.3p5 'PI 19.3 0.02 0.00 N 1 6.05 6.10 
Si X 356.012 356.1 	2p 2 F32 - 2s.2p2 2 D512 154.3 0,96 0.10 N 1 6.05 6.12 0.76 
Si X 356.05 	2p 2 F3/2 - 2s.2p2 2 D32 6.14 0.23 

51 First identification (?) 

52 First identification 
53 First identification (7) 
54 First identification (7) 
55 First identification (7) 
56 First identification (7) 



Table C.4: (continued) 
Ion Ath 	A 0 1, 	Transition 

(A) 	(A) 
1° 1, 17 

'ob 

+1- Oct log 
T.ff 

log 
Tmax 

frac 

Fe XI 356.519 356.6 3s2.3p4 3 P, - 3s.3p5 "F1 32.0 0.85 0.10 N 1 6.05 6.11 
At VII 356.888 356.9 2s22p3 4 S3/2 - 2s2p4 4 F5,2 21.1 1.83 0.23 N 1 5.93 5.78 

Ne IV 357.832 358.0 2s2 2p3 2 13312 - 2s 2p4 2 P1,2 20.6 0.90 0.12 N 1 5.41 5.30 0.64 

Ne V 357.954 	2s22p2 3 F0 - 2s2p3 3S, 5.49 0.36 
Fe XI 358.621 358.6 3s2.3p4 3F0 - 3s.3p5 5 I1 92.9 0.97 0.10 N 1 5.84 6.11 0.38 
Ne IV 358.686 	2s2 2p3 2 D512 - 2s 2p'l 2 F3p 5.30 0.24 

No V 358.484 	2s22p2 3 F, - 2s2p3 3S, 5.49 0.22 
Fe X 358.413 	3s2.3p4(3p).3d 4 F912 - 3s.3p5(3p).3d 4 F913 6.03 0.13 

Ne V 359.382 359.4 2s22p2 3F2 - 2s2p3 3S, 37.4 0.90 0.10 N 1 5.52 5.49 
Fe XIII 359.642 359.6 3s2 3p2 3 F1 - 35 3p3 3D2 28.0 0.46 0.06 N 1 6.01 6.20 0.69 
Ca VIII 359.651 5.73 0.31 AC 
Fe XVI 360.761 360.6 3s 251,2 . 3p 2 P,,2 0.5 0.91 0.82 N 1 6.22 6.34 
Fe X 361.406 361.5 3s2.3p4(3p).3d 4F712 - 3s.3p5(3p*).3d 4 F712 3.9 1.11 0.37 N 1 6.03 6.03 0.83 

Si XI 361.412 	2s.2p 3Po - 2p2 3P1 6.19 0.16 
Mg VII 363.772 363.8 2s22p2 5 Po - 2s2p3 1', 24.2 1.28 0.19 N 1 5.92 5.81 
Fe XII 364.467 364.5 3s2.3p3 	3/2 - 3s.3p4 4 F5,2 125.8 1.05 0.11 N 1 6.06 6.16 
Mg VII 365.234 365.2 2s22p2 3p1 - 2s2p3 3 P2 103.7 0.95 0.10 N 1 5.92 5.81 0.37 
Mg VII 365.176 	2S22J2 3 P1 . 252p3 3 P0 5.81 0.34 
Mg VII 365.243 	2s22p2 3 P1 - 22p3 5 P1 5.81 0.27 
Fe X 365.543 365.6 3s2.3p5 2 P1,2 - 3s.3p6 2 5 1 /3  92.5 1.22 0.13 N 1 5.94 6.04 0.74 
Ne V 365.603 	2s22p2 '132 - 2s2p3 'P1 5.49 0.26 
Mg VII 367.674 367.7 2s22p2 3 P7 - 2s2p3 3 P2 191.4 0.84 0.09 N 1 5.92 5.81 0.77 
Mg VII 367.683 	2s22p2 3 P3 - 2s2p3 3 P1 5.81 0.23 
Mg IX 368.07 	368.1 	2s2 'So - 2s.2p I F1 1383.6 0.96 0.10 N 1 6.01 5.98 
Fe XI 369.153 369.2 3s2.3p4 3p1 - 3s.3p5 3 P2 54.7 1.20 0.13 N 1 6.05 6.11 
Si XI 371.503 371.7 2s.2p 3P2 - 2p2 3 P1 1.0 0.81 0,73 N 1 6.07 6.19 
Ca IX 371.882 371.8 3s.3p 5Po - 3s.3d 3D, 0.9 0.44 0.40 N 1 5.90 5.78 
o III 374.075 374.1 2s22p2 3 P2 . 2s22p3s 3 P2 54.2 0.92 0.17 N 1 5.15 5.11 0.33 
o III 373.805 	2s22p2 3 P1 . 2s22p3s 3 P2 5.11 0.11 
0111 374.435 	2s22p2 3 P2 - 2s22p3s 3 P1 5.11 0.11 
N III 374.434 	2s2 2p 2 P3 ,2  . 2s2 3d 20, 5.09 0.10 
Ca IX 378.081 378.3 3s.3p 3 P2 . 3s.3d 3 D3 5.1 0.89 0.26 N 1 5.89 5.78 0.56 
Na VII 378.216 	2p 2 P112 - 2s.2p2 2S3 - 5.78 0.38 
He I 515.617 515.7 14.3 0.54 0.06 N 2 5.02 4.53 AC 
Si X 258.372 516.8 2p 2 P3,,3 - 2s.2p2 2 P342 522.5 0.57 0.10 N 2 6.05 6.13 
o VI 519.61 	519.3 	1s2 3d 	- 1s2 41 	17512 1.2 0.86 0.40 N 2 5.96 5.53 0.76 
Ar VIII 519.44 	3p 2 P/2 - 3d 2 D312 5.58 0.24 • VI 519.722 519.7 	1s2 3d 2 D512 - 1s2 41 3 F712 3.8 0.60 0.11 N 2 5.97 5.53 0.50 • VI 519.61 	1s2 3d 2 D512 . 1s2 41 2 F512 5.53 0.35 
At VIII 519.44 	3p 2 P,12 . 3d 2 D512 5.58 0.11 
Si XII 520.665 520.8 	1s2.2s 2 S,2 - 1s2.2p 2 F1,2 5.6 1.19 0.14 N 2 6.09 6.26 
He I 522.213 522.2 25.9 0.64 0.07 N 2 4.66 4.53 AC 
0111 525.796 525.9 2s22p2 1 D2 - 2s2p3 'P1 70.8 1.14 0.11 N 2 5.07 5.07 
He I 537.03 	537.1 69.6 0.72 0.07 N 2 4.56 4.52 AC 
C III 538.31 	538.3 2s2p 3 1`2 - 2s3s 3 S, 56.0 0.78 0.08 N 2 4.85 4.96 0.52 
C III 538.147 	2s2p 3 P1 - 2s3s 3 S1 4.96 0.31 
C III 538.078 	2s2p 5p0 - 2s3s 3 S1 4.96 0.10 
Ca VII 539.395 539.5 3.1 1.18 0.34 N 2 5.76 5.67 AC 
Ne IV 541.128 541.2 2s2 2p3 4 S3/2 . 2s 2p4 4 P1p 12.4 1.11 0.12 N 2 5.29 5.27 
Ne IV 542.073 542.2 2s2 2p3 453/3 - 2s 2p'l 4 P32 22.9 1.21 0.12 N 2 5.30 5.27 
Ne IV 543.892 544.0 2s2 20 .  2s 2p4 4 P5,,3 38.7 1.15 0.12 N 2 5.35 5.27 
Al XI 550.031 	550.2 	1s2.(ls).2s 2 S1,2 - 1s2.(1s).2p 	1'5/3 17.4 1.84 0.20 N 2 6.06 6.16 • IV 553.329 553.5 2s2 2p 2 P1,,2 . 2s 2p2 3 P3,2 107.9 1.05 0.11 N 2 5.27 5.27 • IV 554.076 554.1 	2s2 2p 2 P12 - 2s 2p2 2 P1,2 124.6 1.81 0.19 N 2 5.28 5.27 • IV 554.513 554.6 2s2 2p 2 P3p - 25 2p2 2 P3,2 555.8 1.02 0.10 N 2 5.27 5.27 • IV 555.263 555.4 	2s2 2p 2 P3,t2 - 2s 2p2 2 P1,2 109.1 1.07 0.11 N 2 5.27 5.27 
Mg VII 278.402 556.7 2s22p2 3 F2 - 2s2p3 3 S, 276.0 0.65 0.11 N 2 5.92 5.81 0.72 
Si VII 278.443 	2p4 1', - 2s.2p5 3F2 5.77 0.28 
Ca X 557.765 557.9 35 2S/3 . 3p 2 P5,3 72.0 1.08 0.11 N 2 5.97 5.82 
Ne VI 558.594 558.7 2s2 2p 2 P1,2 - 2s 2p2 2 D512 55.9 1.00 0.10 N 2 5.75 5.63 0.82 
Ne VII 558.609 	2s2p 3PI - 2p2  3 F2 5.72 0.18 
Ne VII 559.948 560.0 2s2p 3P0 - 2p2 3 F1 8.9 0.90 0.10 N 2 5.88 5.72 
Ne VII 561.728 561.7 2s2p 3p2 - 22 3 F3 30.0 0.99 0.10 N 2 5.88 5.72 
Ne VI 562.803 562.9 2s2 2p 3 P3,2 - 2s 2p2 	135/2 79.1 1.13 0.11 N 2 5.72 5.63 
Ne VII 564.528 564.5 2s2p 3F2 . 2p2 3 F1 8.9 1.08 0.12 N 2 5.88 5.72 
Si III 566.613 566.6 3s2 	- 3s.4p 'P1 2.5 0.46 0.08 N 2 5.19 4.81 0.87 
S VII 566.572 	2p5.3s 5F1 -2p5.3p 'So 5.79 0.13 
Ne V 568.417 568.5 2s22p2 3 Po - 2s2p3 3 ID, 10.2 1.04 0.13 N 2 5.50 5.47 
Ne V 569.824 569.9 2s22p2 3 P, - 2s2p3 3 D3 25.3 1.20 0.12 N 2 5.50 5.47 0.76 
Ne V 569.753 	2s22p2 5 P, . 2s2p3 3D, 5.47 0.24 
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Table 0.4 (continued) 
Ion 'th A ob 	Transition 1ob i7 +1- Det log log frac 

(A) (A) I.b Tee Tn,ax 

NeV 572.331 572.4 2s22p2 3P2 - 2s2p3 4 D3 38.8 1.22 0.12 N 2 5.50 5.47 0.86 

Ne V 572.098 2s22p2 3p2 - 2s2p3 3 D2 5.47 0.14 

Ca X 574.01 574.1 	as 2S112 - 3p 2 1) 1 ,2  46.1 0.98 0.10 N 2 5.90 5.82 0.85 

• III 574.279 2s2p 'P 	- 2s3d 'D2 4.98 0.12 

• if 580.404 580.4 2s22p3 21)3/2 - 2s2p4 2 P1,,2 2.5 1.38 0.34 N 2 4.78 4.87 0.63 

• if 580.41 2s22p3 2 P 1 1 2  - 2s2p4 2 1) 1 / 2  4.87 0.37 

• if 580.978 581.0 	2s22p3 2 1) 1/2 - 2s2p4 2 1)3 / 2  12.5 1.00 0.12 N 2 5.70 4.87 0.49 

Si XI 580.907 2s2 1% - 2s.2p 3 PI 6.19 0.40 

o if 580.971 2s22p3 21)3/2 - 2s2p4 2 P312 4.87 0.10 

Si IX 290.69 581.3 2s22p2 3 po -  2s2p3 3p 179.7 0.49 0.22 N 2 6.03 6.04 

He1 584.334 584.4 528.5 0.72 0.07 N 2 4.54 4.51 AC 

Ar VII 585.754 585.7 3s2 1 S0 - 3s.(2s).3p 1  pi 20.7 0.32 0.03 N 2 5.57 5.51 
Si IX 296.117 592.6 2s22p2 3 F2 - 2s2p3 3 P2 1037.9 0.37 0.04 N 2 6.03 6.03 0.73 58 

Si IX 296.213 2s22p2 3 P2 - 2s2p3 3 P1 6.04 0.27 

Ca VU! 596.936 597.0 5.1 0.92 0.13 N 2 5.84 5.73 AC 

0111 597.817 5979 2s22p2 'So - 2s2p3 'Fi 11.9 0.95 0.10 N 2 5.15 5.07 

0111 599.597 599.7 2s22p2 'D2 - 2s2p3 1 D2 160.5 1.15 0.12 N 2 5.04 5.06 
Si XI 604.147 604.3 2s.2p 'P1 - 2p2 'D2 3.2 0.11 0.02 N 2 6.07 6.20 

SiX! 303.324 606.7 	2s2 	- 2s.2p 'P1 764.6 0.29 0.03 N 2 6.06 6.20 
Hell 303.78 607.6 	18  2S12 - 2, 2 1)3 1 2  10255.6 0.09 0.01 N 2 5.48 4.92 0.66 

Hell 303.786 is 2S 	- 2 	2 1) 1 / 2  4.92 0.33 

o iv 608.397 608.4 	2s2 2p 21)1,2 - 2s 2p2 2 8 1 / 2  78.7 1.08 0.11 N 2 5.28 5.27 

Mg X 609.793 609.9 	1s2.(is).2s 281/2 - 1s2.(is).2p 2 P3/2 538.3 1.53 0.15 N 2 5.96 6.04 0.80 
• IV 609.829 2s2 2p 21)3/2 - 2s 2p2 2 S1/2 5.27 0.19 

• IV 616.952 617.1 	2s 2p2 21)52 - 23 2p 12.1 0.46 0.05 N 2 5.29 5.30 0.60 
• IV 617.036 2s 2p2 2D32 - 2p3 2p 5.30 0.33 
SiX 621.079 621.3 2p 2 1) 1 /2  - 22P2 

4 
 PI/2 4.8 0.74 0.09 N 2 6.04 6.12 0.85 

K IX 621.455 as 2S1,2 - 3p 2 1) 3 /2  5.74 0.15 
Mg X 624.941 625.0 	1s2.(ls).2s 281,2 - 1s2.(is).2p 2 1) 1 /2  216.7 1.52 0.15 N 2 6.04 6.04 
o IV 625.853 625.8 2s 2p2 4 

PI/2 - 23 4 S3/2 4.9 0.41 0.05 N 2 5.25 5.24 
Mg VIII 313.754 627.6 	2p 2 P12 - 2s.2p2 2 1) 112  335.6 0.60 0.07 N 2 5.96 5.92 
Si VIII 314.327 628.6 2s22p3 4 

S3/2 - 2s2p4 	1/2 277.1 0.76 0.09 N 2 5.98 5.91 
o v 629.73 629.9 	2s2 'So - 2s.2p 1 P1 1164.0 1.03 0.10 N 2 5.40 5.39 

154.6 ghost of 174.5 A - C 1 
157.2 ghost of 177.2 A a i 
158.5 ghost of 178.0 A a 1 
160.6 ghost of 180.4 A a i 
162.6 ghost of 182.1 A a 1 
164.8 ghost? 
165.3 ghost of 184.5 A a i 
166.0 ghost of 185.2 A a i 

Fe VIII 167.486 167.5 709.9 0.27 0.04 a 1 5.91 5.65 AC 
Fe VIII 168.545 168.2 995.9 0.45 0.07 C 1 5.92 5.65 0.50 AC 
Fe VIII 168.17 5.65 0.40 AC 
Fe VIII 168.93 168.8 342.2 1.41 0.37 C 1 5.92 5.65 0.52 AC 
Fe VIII 168.545 5.65 0.47 AC 
Fe IX 171.073 171.1 	3p6 'So - 3p5.3d 'P, 4967.2 1.21 0.12 G 1 6.00 5.96 • VI 173.079 173.0 	1s22p 21)3/3 - 1s2 3d 2 D52  449.8 0.33 0.04 C 1 5.97 5.51 0.60 • VI 	172.935 	1s2 2p 2p 	- 1s2 3d 2 D, 2  5.51 0.33 
Fe X 174.534 174.7 3s2.3p5 2 P32 - 3s2.3p4(3p).3d 2 D512 3647.5 1.02 0.11 G 1 6.03 6.05 
Fe X 175.443 175.6 3s2.3p5 2P3,2 - 3s2.3p4(3p).3d 2 1) 1 / 2  489.3 0.17 0.02 C 1 6.03 6.04 
Fe X 177.243 177.2 3s2.3p5 21)312 - 3s2.3p4(3p).3d 2 P32 2224.3 0.97 0.11 C 1 6.03 6.05 
Fe XI 178.06 178.0 3s2.3p4 3 P2 - 3s2.3p3(4s*).3d 3 D2 214.8 0.35 0.08 C 1 6.05 6.11 
Fe XI 180.408 180.5 3s2.3p4 3P2 - 3s2.3p3(4s*).3d 3 1)3 2167.4 1.11 0.12 C 1 6.05 6.11 
Fe XI 181.137 181.3 3s2.3p4 3PO - 3s2.3p3(4s*).3d 3 D, 161.5 0.64 0.12 C 1 6.05 6.11 
Fe XI 182.169 182.2 3s2.3p4 3P, - 3s2.3p3(4s).3d 3 1)3 532.6 0.60 0.07 Ci 6.05 6.11 0.83 
Fe X 182.31 3s2.3p5 21)1/2 - 3s2.3p4(3p).3d 2 1)3 / 2  6.05 0.17 • VI 184.117 184.0 1s2 2p 2 P32 - 1s2 3s 2 S112 185.2 0.44 0.09 C 1 5.96 5.51 0.66 • vi 183.937 1s2 2p 2p 	- 1s2 3s 2 8 1 /2  5.51 0.33 
Fe X 184.543 184.5 3s2.3p5 2 P32 - 3s2.3p4(1d).3d 2 S,13  851.4 0.95 0.12 a 1 6.03 6.05 
Fe VIII 185.213 185.3 508.2 0.40 0.05 C 1 5,92 5.64 
Fe VIII 186599 186.7 371.5 0.94 0.12 C 1 5.98 5.64 0.61 
Fe XII 186.884 3s2.3p3 2 1352 - 3s2.3p2(3p).3d 2 F72 6.15 0.29 
Fe XI 188.232 188.2 3s2.3p4 3P, - 3s2.3p3(2d*).3d 31)3 1513.5 0.88 0.09 C 1 6.05 6.11 0.73 
Fe XI 188.299 3s2.3p4 31)3 - 3s2.3p3(2d5 ).3d 'F, 6.11 0.27 
Fe XI 189.129 189.1 	3s2.3p4 3 P1 - 3s2.3p3(2d).3d 3p, 72.8 0.52 0.15 C 1 6.05 6.11 
Fe X 190.043 190.0 3s2.3p5 21)1/2 - 3s2.3p4(1d).3d 25/3 482.2 0.65 0.08 C 1 6.04 6.05 

57 b1 Si IX Ito 
58 b1 unidentified line 
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Table CA: (continued) 
'Oil Ath 	Aob 	Transition 

(A) 	(A) 
1 t, C7 

L,, 
+1- Dot log 

Te 

log 
Tmax 

frac 

S XI 191.266 191.1 	2s22p2 6P2 - 2s2p3 6 S1 90.0 0.30 0.13 0 1 6.06 6.24 0.58 

Fe XI 190.888 	3s2.3p4 1D2 - 3s2.3p3(4s).3d 3 D2 6.11 0.19 

Fe XII 191.053 	3s2.3p3 2F3 ,2  - 3s2.3p2(3p).3d 2 05 /2  6.16 0.16 

S XI 191.266 	191.3 2s22p2 3 p2 - 2s2p3 35 13.9 1.15 1.04 0 1 6.07 6.24 

Fe XII 192.393 192.1 3s2.3p3 	- 3s2.3p2(3p).3d 222.9 1.04 0.31 0 1 6.06 6.16 

Fe XII 192.393 192.4 3s2.3p3 	3/2 - 3s2.3p2(3p).3d 81.8 2.83 2.06 0 1 6.06 6.16 

Fe XI 192.83 	192.8 	3s2.3p4 3 Pi - 3s2.3p3(2d).3d 3 r2 636.0 0.38 0.06 0 1 6.02 6.11 

Fe XII 193.521 	193.6 3s2.3p3 	- 3s2.3p2(3p).3d 4 P3/2 768.8 0.92 0.11 0 1 6.06 6.16 

Fe XII 194.911 	3s2.3p3 205/2 - 3s2.3p2(Id).3d 2 D512 6.15 0.12 

Fe XII 195.118 195.2 3s23p3 	- 3s2.3p2(3p).3d 4P,2 947.9 1.15 0.14 0 1 6.06 6.16 

Fe XLI 196.648 196.6 3s2.3p3 2D5/2 . 3s2.3p2(ld).3d 3 D512 120.2 0.44 0.15 0 1 6.06 6.15 

S VIII 198.553 	198.6 2s2.2p5 2 1)3,2 . 2s.2p6 2 51,2 143.1 0.96 0.15 0 1 5.99 5.88 0.77 

Fe XI 198.545 	3s2.3p4 '02 - 3s2.3p3(2d*).3d 3 F1 6.11 0.22 

Fe XLII 200.022 200.1 3s2 3p2 3 P, . 3s2 3p 3d 3 D2 50.5 0.30 0.11 0 1 6.07 6.20 

Fe XLII 201.128 201.1 	3s2 3p2 3 Pi . 3s2 3p 3d 3 DI 202.1 0.19 0.03 0 1 6.07 6.20 

Fe XIII 202.044 202.1 	3s2 3p2 3 P0 - 3s2 3p 3d 3 P, 372.1 0.99 0.13 0 1 6.07 6.21 

Fe XI 202.706 202.7 3s2.3p4 '02 - 3s2.3p3(2d).3d '1), 271.5 0.92 0.13 0 1 6.03 6.11 0.52 
Fe XI 202.448 	3s2.3p4 3 P2 - 3s2.3p3(2p).3d 3 D2 6.11 0.22 

S VIII 202.61 	2s22p5 2P/3 - 2s.2p6 2 5 1 ,2 5.88 0.19 

Fe XII 203.272 203.2 3s2.3p3 2D512 - 3s2.3p2(Is).3d 2 05 /2  25.7 1.60 1.11 0 1 6.06 6.16 0.79 

Fe XIII 203.163 	3s2 3p2 3p, - 3s2 3p 3d 31) 6.20 0.21 
Fe XIII 203.828 203.7 3s2 3p2 3P2 . 3s2 3p 3d 3 D, 139.0 0.53 0.09 0 1 6.07 6.20 0.73 

Fe XIII 203.797 	3s2 3p2 3P2 - 3s2 3p 3d 3 132 6.20 0.26 
Fe XIII 204.263 204.4 3s2 3p2 3p 	- 3s2 3p 3d 1 D2 29.4 0.53 0.29 0 1 6.06 6.20 0.61 

Fe XI 204.343 	3s2.3p4 3 P2 - 3s2.3p3(2p).3d 3 173 6.11 0.39 
Fe XIV 211.32 	211.4 3s2 3p 21)1/2 . 3s2 3d 2 D312 20.4 1.62 1.10 0 1 6.09 6.25 

Fe XII 214.398 214.3 3s2.3p3 205,2 - 3s2.3p2(3p).3d I P5 /2  16.3 0.98 0.89 0 1 6.02 6.16 0.87 

O IV 214.152 	2s2 2p 21)3,2 - 2s .2p.(3p*).3p 2 1)3 , 2  - 5.35 0.10 

Si X 258.372 258.5 	2p 2 P3,2 - 2s.2p2 	3/2 305.2 0.99 0.11 0 2 6.05 6.13 
Si X 261.063 261.2 	2p 21)3,2 - 2s.2p2 2 1) 1 ,2  90.3 1.72 0.24 C 2 6.05 6.14 
Fe XIV 264.78 	264.6 3s2 3p 2 1)3 / 2  . 3s 3p2 2 1)3 /2  14.1 0.90 0.43 C 2 6.09 6.25 

Si X 271.983 272.0 	2p 21)1,2 - 2s.2p2 2 5 1 ,2  110.6 1.07 0.13 02 6.05 6.14 
Si VII 272.638 272.7 2p4 5 P2 - 2s.2p5 3p, 78.5 0.48 0.07 C 2 5.92 5.77 
Si VII 275.353 275.3 2p4 3p2 - 2s.2p5 	P2 158.9 1.12 0.13 0 2 5.92 5.77 0.88 
Si VII 275.667 	2p4 3 p,. 2s.2p5 3p, 5.77 0.12 
Mg VII 276.154 276.0 2s22p2 3 PO - 2s2p3 3 S1 28.0 0.92 0.25 C 2 5.92 5.81 
Si VIII 277.054 276.9 2s22p3 2 05 ,2  . 2s2p4 2D512 359.4 0.82 0.09 C 2 5.96 5.90 0.41 
Mg VII 277 	 2s22p2 31), - 2s2p3 3 S, 5.81 0.26 
Si VIII 276.838 	2s22p3 2 03 ,2  . 2s2p4 203 ,2  5.89 0.20 
Mg VII 278,402 278.4 2s22p2 3 P2 - 2s2p3 35 1 163.9 1.10 0.12 0 2 5.92 5.81 0.72 
Si VII 278.443 	2p4 3p 	- 2s.2p5 3F2 5.77 0.28 
Al IX 280.151 	280.0 	2s2.2p 2 1) 1 ,2  - 2s.2p2 2 P3 12  36.4 0.86 0.17 0 2 5.89 6.03 0.66 
• IV 279.933 	2S2 21) 21)1.5 - 2s2.3s 2S05 5.32 0.17 
• IV 279.933 	2S2 2F 2P1.5 - 2s2.3s 250.5 5.32 0.17 
Mg VII 280,737 280.7 2s22p2 	D2 - 2s2p3 'F 14.7 1.16 0.41 0 2 5.91 5.79 
Al IX 284.042 284.4 	2s2.2p 2 1)3,2 - 2s.2p2 2 1)3 ,2  61.0 1.96 0.29 0 2 6.04 6.03 0.90 
Fe XV 284.16 	3s2 'So - 3s3p Ip, 6.29 0.10 
S XI 285.587 285.8 2s22p2 3P1 - 2s2p3 3D I  32.8 0.80 0.17 0 2 6.02 6.25 0.38 
S XI 285.822 	2s22p2 3p 	- 2s2p3 3 D2 6.23 0.31 
Al VIII 285.469 	2p2 1 D2 - 2s.2p3 1 D2 5.89 0.22 
Al IX 286.377 286.6 2s2.2p 7F312 - 2s.2p2 2p 20.0 1.74 0.46 0 2 6.02 6.03 
Si IX 290.69 	290.6 2s22p2 3 P0 - 2s2p3 3p 91.0 0.97 0.13 0 2 6.03 6.04 
Fe XII 291.053 291.1 	3s2.3p3 205/2 . 3s.3p4 2F3,2 24.9 0.65 0.19 0 2 6.06 6.16 
S XI 291.577 291.7 2s22p2 	2s2p3 3D3 6.0 0.97 0.80 02 6.01 6.22 0.46 
Mg VI 291.455 	2s2.2p3 2F312 - 2s.2p4 2 F1,2 5.66 030 
S XI 291.81 	2s22p2 3 P2 . 2s2p3 	D2 6.23 0.19 
Si IX 292.8 	292.7 2s22p2 3 P, . 2s2p3 3F0 197.0 1.33 0J5 0 2 6.03 6.04 0.40 
Si IX 292.856 	2s22p2 3 P, . 2s2p3 3F1 6.04 0.32 
Si IX 292.763 	2s22p2 3 P1 - 2s2p3 3 P2 6.03 0.28 
Si IX 296.117 296.2 2s22p2 3 P2 . 2s2p3 3F2 448.2 0.85 0.09 0 2 6.03 6.03 0.73 
Si IX 296.213 	2s22p2 3p2 -  22p3 3 P1 6.04 0.27 
Si VIII 307.652 307.8 2s22p3 2F,,2 - 2s2p4 2 D32 10.5 0.66 0.24 0 2 5.97 5.89 
Si VIII 308.195 308.5 2s22p3 2F312 - 2s2p4 2 05 /2  55.1 0.69 0.10 C 2 6.00 5.90 0.54 
Fe XI 308.548 	3s2.3p4 '02 - 3s.3p5 1 P1 6.10 0.40 
Al VI 309.595 309.5 2p4 3p, - 2s.2p5 3 P2 9.9 0.54 0.22 0 2 5.88 5.62 0.84 
P X 309.2 	2s22p2 3p 	- 2s2p3 3DI 6.17 0.16 
Mg VIII 311.796 311.6 	2p 21)1/2 - 2s.2p2 2 1)3 ,2  92.0 1.12 0.14 02 5.96 5.91 
Fe XIII 312.109 312.2 3s2 3p2 3 P, - 3 3p3 3 P1 46.9 0.66 0.10 C 2 5.99 6.21 0.61 
C IV 312.42 	1s2 2s 2 	- 1s2 3 	2 1)3 /2  5.09 0.20 
Fe XIII 312.872 313.0 3s2 3p2 3PI - 39 3p3 3 PO 28.1 0.15 0.04 C 2 6.07 6.20 0.70 
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Table C.4: 

T 
U fl 0Ih.001 	 hhphrj -nLpo 

P X 312.77 	2s22p2 3 F, - 2s2p3 5D, 6.17 0.10 
Mg VIII 313.754 313.7 2p 2 P1p - 2s.2p2 2 P1,2 185.9 1.08 0.12 C 2 5.96 5.92 

Si VIII 314.327 314.3 2s22p3 	3/2 - 2s2p4 4 F1,2 180.5 1.18 0.14 C 2 5.98 5.91 
Mg VIII 315.039 315.1 	2p 2F312 - 2s.2p2 2 F512 425.2 1.23 0.13 C 2 5.96 5.91 
Si VIII 316.205 316.3 2s22p3 	312 - 2s2p4 4 P3p 194.4 2.06 0.22 C 2 5.98 5.91 
Mg VIII 317.039 317.1 	2p 2F312 - 2s.2p2 2 F,,2  173.4 0.82 0.09 C 2 5.97 5.92 
Mg VIII 317.039 317.3 2p 2P312 - 2s.2p2 2 P,12 21.9 6.50 2.02 C 2 5.96 5.92 
Si VIII 319.826 319.8 2s22p3 4 

S3/2 - 2s2p4 4 P,2 479.6 1.28 0.13 C 2 5.98 5.91 
0111 320.976 320.9 2s22p2 'D2 - 2s22p3d '173 34.6 0.65 0.10 C 2 5.75 5.14 0.41 
Fe XIII 320.809 	3s2 3p2 3P2 - 3s 3p3 3 F2 6.20 0.38 
Mg IV 320.994 	2p5 2 P3,7 - 2s.2p6 2 S,12 5.30 0.19 
Fe X 321.732 321.7 3s2.3p4(3p).3d 	D512 - 3s.3p5(3p).3d 4F7p 11.3 0.61 0.18 G 2 6.03 6.03 0.70 

Fe X 321.804 	3s2.3p4(3p).3cl 4D712 - 3s.3p5(3p*).3d 4 17712 6.03 0.29 
Al VIII 323.538 323.5 2p2 3 F0 - 2s.2p3 3 F, 16.8 0.95 0.24 0 2 5.94 5.92 0.80 
Mg IV 323.306 	2p5 2P1,2 - 29.2p6 2 S112 5.30 0.13 
Al VIII 325.276 325.3 2p2 3P1 - 2s.2p3 3 F0 41.3 0.95 0.10 G 2 5.98 5.92 0.37 
Al VIII 325.292 	2p2 3 F1 - 2s.2p3 3 P2 5.92 0.34 
Al VIII 325.338 	2p2 3 F, - 2s.2p3 3 F1 5.92 0.29 
Al X 332.789 332.9 2s2 	So - 2s.2p 	P, 46.8 3.66 0.39 C 2 6.04 6.10 
Mg VIII 335.253 335.4 2p 2 P,2 - 2s.2p2 2 S,,2 85.1 1.13 0.16 C 2 5.97 5.92 
Fe XII 338.278 338.0 3s2.3p3 20c!, - 3s.3p4 2 Dci, 29.5 0.35 0.04 C 2 6.06 6.15 

Ne VI 399.821 399.8 2s2 2p 2 P1,2 - 2s 2p2 2 F3,2 
Mg VI 400.662 400.7 2s2.2p3 4 S3,2 - 2s.2p4 4 P3,,2 
Ne VI 401.926 401.9 2s22p 2 F3,2 - 2s 2p2 2 F3,2 
Mg VI 403.307 403.1 2s2.2p3 4 

S3/2 - 2s.2p4 4 P5,2 
Ne VI 403.255 2s2 2p 2 P3,,2 - 2s 2p2 2 P,, 2  
Na VIII 411.166 411.1 2s2 'o - 2s.2p 'Pt 
No V 416.194 416.1 2s22p2 1 02 - 2s2p3 1 02 
Ne V 416.843 416.6 2s22p2 'So - 2s2p3 	F1 
Ne V 416.843 417.1 2s22p2 'So - 2s2p3 'P1 
C IV 419.713 419.7 1s2 2p 2 P3,2  - 1s2 3s 2, 
Ca X 419.754 3p 2 P5 2  - 3d 20, 
CIV 419.525 1s2 2p 	F112 - 1s2 3s 2 5,/2 
Na VI 421.463 2s.2p3 3F2 - 2p4 3F1 
Mg VII 429.14 	429.2 2s22p2 3 P0 - 2s2p3 3 D, 
Mg VIII 430.465 430.5 2p 2P1,2 - 2s.2p2 2D512 
Mg VII 431.313 431.4 2s22p2 3 F, - 2s2p3 3D2 
Mg VII 431.188 2s22p2 3 F1 - 2s2p3 3D, 
Si VIII 216.915 433.9 2s22p3 205,2 - 2s2p4 2 312 
Mg VII 434.72 	434.4 2s22p2 5P2 - 2s2p3 3D2 
Mg VII 434.917 434.9 2s22p2 3P2 - 2s2p3 
Mg VII 434.72 2s22p2 5P2 - 2s2p3 3 132 
Ne VI 435.648 435.7 2s2 2p 2 P3,2 . 2s 2p2 2S12 
Mg VIII 436.672 436.5 2p 2 F312 - 2s.2p2 3D312 
Mg VIII 436.735 436.9 2p 2 F3p - 2s.2p2 2 13512 
Mg VIII 436.672 2p 2 P5,,2 . 2s2p2 2D312 
Mg IX 441.198 441.1 2s.2p 3P0 - 2p2 S F, 
Ca VIII 441.096 
Mg IX 443.402 443.4 2s.2p 3P1 - 2p2 5 F1 
Mg IX 443.972 444.0 2s.2p 3P2 - 2p2 3 P2 
Mg IX 448.293 448.4 2s.2p 5P2 - 2p2 5 P1 
SIX 224.725 449.4 2s2.2p4 3 F2 - 2s.2p5 3P3 
Si IX 225.024 450.3 2s22p2 5 F1 - 2s2p3 353 
Fe X 225.161 3s2.3p5 2 F5,2 - 3s2.3p4(Id).3d 2 05 ,2  
S IX 225.22 2s2.2p4 3 P, - 2s.2p5 SF, 
N III 452227 451.9 2s2 2p 2 F312 - 2s2 3s 
N III 451.871 2s2 2p 2 P,,t2  - 2s2 3s 
Si IX 227 	454.0 2s22p2 3 F2 - 2s2p3 5, • III 459.626 459.6 2s2p 3 P2 - 283d 5 D5 • III 459.513 2s2p 3 P, - 2s3d 3 D2 • III 459.465 2s2p Po - 2s3d o, 
Ne VII 465.22 	465.1 2s2 'So - 2s2p 'F, 
Ca IX 466.239 466.3 3s2 'So - 3s.3p 'P, 
Ne IV 469.823 469.8 2s2 2p3 2 D512 - 2s 2p4 205,2 
Ne IV 469.875 2s2 2p3 2 D3p - 2s 2p4 203 ,2  
Ne V 481.36 	481.3 2S22F2 3P1.0 - 2S2F3 3F2.0 
Me V 481.276 2s22p2 3P, - 2s2p3 5P0 
NeV 481.36 2S22F23F1.0-2S2F33P1.0 

18.0 1.36 0.23 C 3 5.73 5.64 
35.6 1.12 0.15 03 5.85 5.65 
105.4 1.18 0.13 03 5.73 5.64 
66.5 1.28 0.14 03 5.82 5.65 

5.64 
50.9 0.85 0.10 C 3 5.93 5.86 
28.2 1.96 0.30 C 3 551 5.48 
4.5 1.21 0.48 C 3 5.51 5.49 
1.9 3.13 2.83 03 5.60 5.49 

36.0 040 0.05 0 3 5.81 5.08 
5.82 
5.08 
5.67 

1.07 0.20 03 5.92 5.81 
1.00 0.11 03 5.96 5.91 
1.23 0.17 Ca 5.92 581 

5.81 
1.04 0.80 C 3 5.98 5.90 
0.78 0.42 0 3 5.91 5.81 
1.09 0.16 03 5.91 5.81 

5.81 
0.78 0.20 0 3 5.73 5.64 
0.49 0.11 03 5.97 5.91 
0.93 0.10 03 5.96 5.91 

5.91 
OJO 0.12 C 3 5.95 5.98 

5.73 
0.44 0.10 C 3 6.01 5.98 
0.55 0.07 C 3 6.01 5.98 
046 0.07 C 3 6.01 5.98 
1.52 0.41 03 6.02 6.00 
091 0.16 C 3 6.03 604 

6.04 
&00 

0.60 0.18 C 3 5.00 5.05 
5.05 

0.91 0.16 03 6.03 6.04 
0.86 0.12 03 4.90 4.97 

4.97 
4.97 

1.11 0.11 03 5.88 5.72 
0.62 0.07 0 3 5.90 5.78 
1.10 0.14 03 5.31 5.28 

5.28 
0.95 0.77 C 3 5.51 5.47 

5.47 
5.47 

30.7 
196.8 
78.2 

130.8 
25.1 
134.5 

45.0 
70.9 

352.0 

23.5 

17.2 
66.1 
25.8 
178.0 
331.4 

9.5 

382.0 
40.5 

709.7 
116.8 
47.0 

26.0 

0.67 
0.33 

0.40 
0.39 
0.20 
0.42 

078 
0.22 

0.86 
0.13 

0.90 
0.10 
0.62 
035 ? (AC) 

0.68 
0.20 
0.11 
0.66 
0.33 

0.46 
0.25 
0.11 

0.56 
0.37 
0.40 
0.34 
0.26 
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Table 0.4: (continued) 
Ion 'th 	A 0,, 	Transition 

(A) 	(A) 
1,, t7 

Iob 
+/- Oct log 

T 
log 
Tmax 

frac 

Ne III 489.495 489.0 2s2 2p4 3 P2 - 2s 2p5 3 P2 47.4 0.98 0.19 03 5.04 5.06 0.68 

Ne III 488.851 	2s2 2p4 3 P1 - 2s 2p5 3 p0  5.06 0.18 

Ne III 489.629 	2s2 2p4 3 P1 - 2s 2p5 3 P1 5.06 0.14 

S IV 661.395 661.4 3s2.3p 2P312 - 3s2.(ls).3d 'D512 33.6 0.57 0.13 0 4 5.05 5.10 

S V 663.126 663.1 3s.3p 3 P2 - 3s.3d 3 D3 8.4 0.25 0.14 0 4 5.22 5.20 
At X 332.789 665.6 2s2 'So - 2s.2p 1 P, 282.1 0.61 0.47 0 4 6.04 6.10 
N III 684.998 685.2 2s2 2p 2 P1,2 - 2s 2p2 2 P3,2 14.9 1.04 0.74 0 4 4.92 5.02 

N III 685.817 686.0 2s2 2p 2 P3,2 - 2s 2p2 2 P3,2 92.3 1.01 0.21 0 4 4.92 5.02 0.83 

N III 686.336 	2s2 2p 2 P3,2 - 2s 2p2  3 P,12 5.02 0.17 

Si X 347.403 694.6 2p 2 P,,2 - 2s.2p2 2 D312 400.9 0.60 0.23 04 6.05 6.14 • iii 702.332 702.1 2s22p2 3 P0 - 2s2p3 3 P1 48.4 0.94 0.33 04 5.00 5.04 • iii 702.897 702.6 2s22p2 3 P, - 2s2p3 3 r2 123.6 1.08 0.21 0 4 5.00 5.04 0.42 • iii 702.821 	2s22p2 3 P, - 2s2p3 3 P0 5.04 0.32 • iii 702.891 	2s22p2 3 P, - 2s2p3 3 P1 5.04 0.26 • iii 703.854 703.7 2s22p2 3 P2 - 2s2p3 3 r2 185.2 1.24 0.20 0 4 5.04 5.04 0.74 • iii 703.848 	2s22p2 3 P2 - 2s2p3 3 P1 5.04 0.25 

Fe XI 352.662 705.2 3s2.3p4 3p2- 3s3p5 3 P2 190.6 1.15 1.04 0 4 6.05 6.11 
Mg IX 706.058 705.8 2s2 1 S0 - 2s.2p 5 P1 75.5 0.43 0.09 04 6.01 5.98 
Mg VII 367.674 735.4 2s22p2 3 P2 - 2s2p3 3 P2 187.1 0.86 0.54 0 4 5.92 5.81 0.77 
Mg VII 367.683 	2s22p2 3 P2 - 2s2p3 3 P, 5.81 0.23 
Mg IX 368.07 	736.0 2s2 'So - 2s.2p 1 P, 1347.2 0.98 0.17 04 6.01 5.98 
Fe XI 369.153 738.1 	3s2.3p4 3 P1 - 3s.3p5 3 P2 781.1 0.08 0.01 04 6.05 6.11 
NIl 746.984 746.7 2s2 2p2 1 02 - 2s2 2p 3s 1 P, 10.9 0.80 0.44 04 4.80 4.77 
S IV 748.392 748.5 3s2.3p 2 P1,2 - 3s.3p2 2?,,2  18.3 0.46 0.17 04 5.00 5.09 
Mg IX 749.55 	749.6 2s.2p 'P, - 2p2 1 02 13.9 0.24 0.15 04 6.01 5.99 
S IV 750.22 	750.4 3s2.3p 2 P3,2 - 3s.3p2 2 P3,2 21.0 1.07 0.42 04 5.03 5.09 
S IV 753.759 753.9 3s23p 2 P3,2 - 3s.3p2 2 P1,2 5.9 0.67 0.57 04 5.02 5.09 
o v 758.675 758.5 2&2p 3P, - 2p2 3 P2 26.4 0.87 0.18 0 4 5.39 5.39 
o v 759.439 759.3 2s.2p 3 Pç, - 2p2 3 P, 21.6 0.80 0.20 04 5.39 5.39 
o v 760.444 760.4 2&2p 3 P2 - 2p2 3 P2 80.3 1.01 0.13 04 5.39 5.39 0.84 
o v 760.225 	2s.2p 3P, - 2p2 3 P, 5.39 0.16 
o v 761.126 761.0 2s2p 3P, - 2p2 3 P0 10.4 0.11 0.05 04 5.38 5.38 
o v 762.002 762.1 	2s.2p 3 P2 - 2p2 3 P, 24.6 0.87 0.18 04 5.39 5.39 
N III 763.334 763.5 2s2 2p 2 P,13 - 2s 2p2 2 S 1 ,, 2  15.8 0.89 0.25 04 4.90 5.01 
N III 764.351 	764.4 2s2 2p 2 P3,2 - 2s 2p2 2 S,,,2 15.8 1.73 0.58 04 4.90 5.01 
N IV 765.147 765.4 2s2 'So - 2s 2p 1 P, 210.0 0.88 0.10 04 5.18 5.18 
Mg VIII 769.343 769.1 	2p 2 P112 - 2s.2p2 4 P 1 12 30.4 0.10 0.03 04 5.96 5.90 
Ne VIII 770.409 770.7 	1s2 2s 2 S 1 1 2  - 1s2 2p 2 P3,2 425.1 4.11 0.44 04 5.96 5.79 
Mg VIII 772.26 	772.1 	2p 2 P312 - 2s.2p2 4 P512 30.7 0.70 0.19 04 5.85 5.90 0.77 
N In 772.385 	2s 2p2 4 P5,2 -  2p3 4.99 0.14 
Ne VIII 780.324 	780.1 	1s2 2s 251,2 - 1s2 2p 2 P1,2 237.4 3.74 0.40 0 4 5.95 5.79 
Mg VIII 782.338 781.6 2p 2 P3,2 - 2s.2p2 4 P3,2 14.4 0.71 0.22 04 5.96 5.90 

59 b1 ghost 765.4 A 
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Table C.5: Some of the ghosting reconstruction applied to the on-disc GIS spectra of 
October 16th, 1g97. The averaged positions of the ghost and parent (i.e. ghosting) lines 
are indicated in columns (1) and (3). The ratio of the intensity of the ghost with that 
one of the ghosting line (in counts) is presented in column (2), while the intensity of the 
ghosting line (in counts), is shown in column (4). Note that the correction for ghosting is 
important for many lines, and that some lines have been corrected twice, for both the red-
and blue-shifted ghosts. 

A ob (A) 
(ghost) 

ratio 
(counts) 

)'ob (A) 
(parent) 

I (counts) 
(parent) 

154.628 0.02 174.689 1907.14 
157.219 0.72 177.233 768.747 
160.618 0.45 180.516 951.649 
197.357 0.02 180.516 1382.59 
197.876 0.05 180.516 1404.44 
162.643 0.14 182.243 341.319 
165.274 0.24 184.54 551.356 
166.01 0.33 185.272 314.798 
330.918 0.00 313.656 299.731 
294.037 0.36 314.315 218.247 
294.636 0.17 315.092 598.012 
332.5 0.01 315.092 701.926 
297.056 0.83 317.067 164.668 
299.5 0.00 319.75 812.992 
336.214 0.08 319.75 812.993 
269.2 0.00 292.654 264.952 
318.215 1.58 335.397 35.1732 
318.429 0.89 335.397 90.808 
408.58 0.12 436.921 747.661 
409.04 0.08 436.921 836.852 
704.656 0.16 736.002 142.054 
742.581 0.54 769.107 25.4608 
744.129 0.70 770.741 321.928 
745.571 0.81 772.144 21.9378 

C.3.1 The GIS ghosts for the on-disc observation - October 16th 1997 
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Figure C.17: The GIS I spectrum of October 16th, 1991, on-disc (middle), with the blue-
and red-shifted and the likely ghosting areas. 
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Figure C.18: The 018 2 spectrum of October 16th, 1997, on-disc (middle), with the blue-
and red-shifted and the likely ghosting areas. 
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Figure C.19: The GIS S spectrum of October 16th, 1997, on-disc (middle), with the blue-
and red-shifted and the likely ghosting areas. 
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Figure C.20: The GIS 4 spectrum of October 16th, 1997, on-disc (middle), with the blue-
and red-shifted and the likely ghosting areas. 
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Appendix D 

Appendix to Chapter 5. CDS 
spectra of the Elephant's Trunk 
coronal hole 
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Appendix E 

Appendix to Chapter 6 

E.1 Spectra and line identifications - plume observation - 
October 11th 1997 

Table E.1: Results for the 1997 October 11 GIS and NIS observation of a polar coronal hole 

lob I 	Teff Tmax 

HE 1 537.03 537.1 37.0 0.64 0.07 N 2 4.54 4.52 
HE 1 522.213 522.2 10.7 0.72 0.11 N 2 4.01 4.53 

781 781.0 continuum 9.2 0.98 0.31 G 4 4.72 4.34 
750 750.0 continuum 7.8 0.88 0.28 G 4 4.81 4.39 

C Ill 538.31 538.3 2s2p 3 P2 - 2s3s 3 S1 35.2 0.91 0.11 N 2 4.86 4.96 0.35 
o II 538.32 2s22p3 2 D3 1 2  - 2s2p4 2 P3 12  4.87 0.33 
C Ill 538.147 2s2p 3 P 1  - 2s3s 3 S1 4.96 0.21 

718 718.0 continuum 5.7 0.91 0.29 C 4 4.92 4.45 
C 111 459.626 459.8 2s2p 3 P3 - 2s3d 3 D3 17.8 1.03 0.11 C 3 4.93 4.97 0.46 
C 111 459.513 2s2p 3 P 1  - 2s3d 3 D2 4.97 0.25 
C 111 459.465 2s2p 3 P0 - 2s3d 3 1)1 4.97 0.11 
N III 764.351 764.7 2s2 2p 2 P3 13  - 2s 2p2 2 S 1 ,2  10.4 1.24 0.20 C 4 4.94 5.01 
N III 763.334 763.5 2s2 2p 2P12  - 2s 2p2 2 5 1 12 5.5 1.22 0.29 C 4 4.94 5.01 
N III 685.817 685.8 2s2 2p 2 P3 12  - 2s 2p2 2 P3 ,, 2  49.4 1.07 0.12 G 4 4.96 5.02 0.72 
N III 685.515 2s2 2p 2 P 1 12  - 2s 2p2 2 P 1 1 2  5.01 0.28 
N III 684.998 684.8 2s2 2p 2 P 1 ,2  - 2s 2p2 2 P3 ,, 2  7.8 0.97 0.20 G 4 4.96 5.02 • III 702.897 702.7 2s22p2 3 P1 - 2s2p3 3 P2 64.5 1.09 0.11 C 4 5.03 5.04 0.42 • III 702.821 2s22p2 3 P1 - 2s2p3 3 P0 5.04 0.32 • III 702.891 2s22p2 3 P1 - 2s2p3 3 P1 5.04 0.26 • Ill 703.854 703.7 2s22p2 3 P2 - 2s2p3 3 P2 112.4 1.06 0.11 C 4 5.03 5.04 0.75 • III 703.848 2s22p2 3 P2 - 2s2p3 3 P1 5.04 0.25 
S IV 748.392 748.9 3s2.3p 2 P 1 p - 3s.3p2 2 P 1 1 3  9.0 0.99 0.17 G 4 5.04 5.09 
S IV 753.759 753.9 3s2.3p 2 P3 1 2  - 3s.3p2 2 P 1 1 2  4.4 1.00 0.29 G 4 5.04 5.09 
S IV 661.395 601.8 3s2.3p 2 P3p - 3s2.(Is).3d 2 D5 1 2  20.6 1.05 0.14 G 4 5.06 5.10 
0111 525.790 525.9 2s22p2 'D2 - 2s2p3 'P1 43.5 1.04 0.12 N 2 5.08 5.07 
Ne III 489.495 489.1 2s2 2p4 3 P2 - 2s 2p5 3 P2 14.0 0.84 0.10 C 3 5.11 5.06 0.66 
Ne III 488.851 2s2 2p4 3 P, - 2s 2p5 3 P0 5.06 0.18 
Ne III 489.629 2s2 2p4 3 P1 - 2s 2p5 3 P, 5.06 0.13 
N IV 765.147 765.3 2s2 'So - 2s 2p 'P, 97.4 1.17 0.12 C 4 5.17 5.18 
S V 663.126 663.3 3s.3p 3 P2 - 3s.3d 3fl3 2.4 1.05 0.54 C 4 5.21 5.20 • IV 554.513 554.6 2s2 2p 2 P3 12  - 2s 2p2 2 P3 1 2  290.5 1.08 0.11 N 2 5.26 5.27 • IV 553.329 553.4 2s2 2p 2 P 1 12  - 2s 2p2 2 P3 1 2  55.0 1.14 0.13 N 2 5.26 5.27 • IV 555.263 555.4 2s2 2p 2 P3 12  - 2s 2p2 2 P 1 1 2  59.5 1.08 0.12 N 2 5.26 5.27 • IV 608.397 608.4 2s2 2p 2 P 1 12  - 2s 2p2 2 S,12  42.8 1.11 0.13 N 2 5.26 5.27 
Ne IV 542.073 542.2 2s2 2p3 	- 2s 2p4 4 P3p 6.0 1.12 0.23 N 2 5.27 5.27 
Ne IV 541.128 541.2 2s2 2p3 	3/2 - 2s 2p4 4 P,12 2.5 1.32 0.52 N 2 5.28 5.27 
No IV 469.823 470.1 2s2 2p3 2 D5 1 3  - 2s 2p4 2 D5 1 2  9.5 1.21 0.14 G 3 5.28 5.28 0.58 

AC 



Table El: 

Ne IV 469.875 2s2 2p3 'D3 13  - 2s 2p4 '13312  5.28 0.38 

Ne IV 543.892 544.0 2s2 2p3 	3/2 - 2s 2p4 4 P5 1 2  10.8 1.01 0.16 N 2 5.34 5.27 • v 760.444 760.5 2s.2p 3P2 - 2p2 3 P3 30.8 1.22 0.14 G 4 5.37 5.39 0.84 • v 760.225 2s.2p 3P, - 2p2 3 P1 5.39 0.16 • v 758.675 758.6 2s.2p 3P, - 2p2 3 P2 11.6 0.92 0.14 G 4 5.37 5.39 • v 759.439 759.5 2s.2p 3P0 - 2p2 3 P1 9.6 0.83 0.14 G 4 5.37 5.39 • v 762.002 762.1 2s.2p 3P2 - 2p2 3 P1 10.5 0.94 0.15 C 4 5.37 5.39 • v 629.73 629.8 2s2 'So - 2s.2p 'P 1  662.9 0.84 0.08 N 2 5.37 5.39 
Ne V 569.824 569.9 2s22p2 'P, - 2s2p3 3

D2 5.0 1.05 0.24 N 2 5.49 5.47 0.76 

Ne V 569.753 2s22p2 3 P, - 2s2p3 3 D, 5.47 0.24 

No V 416.194 416.1 2s22p2 'U2 - 2s2p3 'D2 7.1 1.24 0.15 G 3 5.51 5.48 • IV 419.713 419.9 1s2 2p 2 P3 1 2  - 1s2 3s 251,2 12.6 0.45 0.05 G 3 5.51 5.08 0.58 • IV 419.525 1s2 2p 2 P 1 ,2  - 1s2 3s 2 5 1 ,2  5.08 0.29 

Ca X 419.754 3p 3 P3 1 2  - 3d 2 D5 1 3  5.82 0.13 
Mg V 351.088 351.0 2p4 3 P2 - 2s.2p5 'P, 5.1 0.33 0.30 N 1 5.57 5.47 

Mg V 353.092 353.1 2p4 3 P2 - 2s.2p5 3 P2 17.3 0.31 0.11 N 1 5.58 5.47 
o IV 609.829 609.8 2s2 2p 2 P3 13  - 2s 2p2 2 S 1 / 2  82.7 1.64 0.18 N 2 5.72 5.27 0.65 
Mg X 609.793 1s2.(ls).2s 2 S,/2  - 1s2.(ls).2p 2 P3 ,, 2  6.04 0.34 
Ne VI 562.803 562.9 2s2 2p 2 P3 12  - 2s 2p2 2 D5 12  20.4 0.94 0.12 N 2 5.76 5.63 
Ne VI 401.926 402.1 2s2 2p 2 P3 12  - 2s 2p2 2 P3 , 2  25.6 1.07 0.11 G 3 5.77 5.64 
Ne VI 399.821 399.8 2s2 2p 2 P,12  - 2s 2p2 2 P3 1 2  6.8 0.79 0.09 G 3 5.77 5.64 
Ne VI 401.136 401.1 2s2 2p 2 P,12  - 2s 2p2 2 P,p 11.7 0.90 0.10 C 3 5.77 5.64 
Ne VI 558.594 558.7 2s2 2p 2 P,12  - 2s 2p2 2 D3  14.7 0.83 0.12 N 2 5.77 5.63 0.81 
Ne VII 558.609 2s2p 3P1 - 2p2 3 P2 5.72 0.19 
Na VI 415.584 415.7 2p2 'P, - 2s.2p3 'P2 1.0 0.96 0.31 C 3 5.81 5.66 0.39 
Na VI 415.504 2p2 'P, - 2s.2p3 3 P0 5.66 0.34 
Na VI 415.578 2p2 'P, - 2s. 2p3  'P, 5.66 0.27 
Mg VI 403.307 403.3 2s2.2p3 4S3/2 - 2s.2p4 4 P,,,2  38.5 1.07 0.11 C 3 5.81 5.65 0.85 
Ne VI 403.255 2s2 2p 2 P3 ,2  - 2s 2p2 2 P 1 ,2  5.64 0.15 
Mg VI 349.163 349.2 2s2.2p3 2 D,12  - 2s. 2p4 	D5 1 2  23.0 1.05 0.33 N 1 5.82 5.65 0.50 
Mg VI 349.124 2s2.2p3 3 D3 , 2  - 2s.2p4 2 D,12  5.65 0.38 
Ne VII 564.528 564.7 2s2p 3P2 - 2p2 'P, 2.5 0.87 0.36 N 2 5.83 5.72 
Ne VII 561.728 561.7 2s2p 3P2 - 2p2 3

P2 6.9 0.98 0.20 N 2 5.83 5.72 
Ne VII 465.22 465.4 2s2 'So - 2s2p 'P, 179.0 1.00 0.10 G 3 5.83 5.72 
Ca IX 466.239 466.5 3s2 'So - 3s.3p 'P, 62.5 0.38 0.04 Ga 5.84 5.78 
Mg VII 434.917 434.9 2s22p2 'P2 - 2s2p3 'D, 78.4 0.76 0.08 G 3 5.85 5.80 0.84 
Mg VII 434.72 2s22p2 3

P2 - 2s2p3 'D, 5.81 0.13 
Fe VIII 167.486 167.5 281.2 0.31 0.03 G 1 5.85 5.65 AC 
Fe VIII 168.545 168.3 474.6 0.44 0.05 G 1 5.85 5.65 0.50 AC 
Fe VIII 168.17 5.65 0.40 AC 
Fe VIII 185.213 185.3 181.4 0.53 0.05 C 1 5.85 5.64 AC 
Si VII 275.353 275.4 2p4 'P2 - 2s.2p5 'P2 79.8 0.64 0.07 G 2 5.85 5.77 
Mg VII 367.674 367.7 2s22p2 3

P2 - 2s2p3 3
P2 55.0 1.17 0.18 N 1 5.85 5.81 0.76 

Mg VII 367.683 2s22p2 3 P2 - 2s2p3 'P, 5.81 0.23 
Mg VII 431.313 431.3 2s22p2 'P, - 2s2p3 'ID, 46.9 0.84 0.09 G 3 5.85 5.81 0.78 
Mg VII 431.188 2s22p2 'P, - 2s2p3 'U, 5.81 0.22 
Mg VII 429.14 429.1 2s22p2 'P0 - 2s2p3 3 U, 17.5 0.76 0.08 G 3 5.85 5.81 
Mg VII 363.772 363.8 2s22p2 3 P0 - 2s2p3 'P, 14.6 0.85 0.34 N 1 5.85 5.81 
Mg VII 365.234 365.2 2s22p2 'P, - 2s2p3 3 P2 39.5 0.98 0.19 N 1 5.86 5.81 0.37 
Mg VII 365.176 2s22p2 'P, - 2s2p3 3 P0 5.81 0.35 
Mg VII 365.243 2s22p2 'P, - 2s2p3 'P, 5.81 0.27 
Mg VII 276.154 276.1 2s22p2 'Po - 2s2p3 3 5, 16.8 0.60 0.07 G 2 5.86 5.81 
Al VII 356.888 357.0 2s22p3 43,2 - 2s2p4 4 P5 1 2  7.2 0.83 0.60 N 1 5.86 5.78 
Mg VII 278.402 278.3 2s22p2 3 P2 - 2s2p3 'S, 81.7 0.82 0.08 C 2 5.86 5.81 0.76 
Si VII 278.443 2p4 'P, - 2s.2p5 3

P2 5.77 0.24 
Na VIII 411.166 411.2 2s2 'S 	- 2s.2p 'P, 19.9 0.86 0.09 G 3 5.87 5.86 
Ne VIII 780.324 779.5 Is2 2s 2 S 1 1 2  - 1s2 2p 2 P,,2 46.7 2.20 0.24 G 4 5.87 5.79 
Fe X 365.543 365.6 3s2.3p5 2 P,,, - 3s.3p6 2 S,1, 9.2 1.38 0.70 N 1 5.87 6.04 0.64 
Ne V 365.603 2s22p2 'D, - 2s2p3 'P, 5.48 0.36 • VI 184.117 184.0 1s2 2p 2 P3 ,2  - 1s2 3S 2  33.6 0.47 0.06 C 1 5.87 5.51 0.65 • VI 183.937 1s2 2p 2 P,,2  - 1s2 3s 2 S,,,2  5.51 0.32 
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Table El: (continued) 
Ion Ath 

(A) 
Aob 

(A) 
Transition lob 17 

l ob 

+1- Oct log 
T11 

log 
Tn'.. x  

frac 

Ca X 557.765 557.8 3s 2S 	- 3p 2F3 12  12.8 0.88 0.13 N 2 5.87 5.82 
Mg VII 277 276.9 2s22p2 3 P, - 2s2p3 3 S, 92.8 0.69 0.07 C 2 5.87 5.81 0.47 
Si VIII 277.054 2s22p3 2 D5 12  - 2s2$ 2 ID5 12  5.90 0.27 
Si VII 276.839 2p4 3 P0 - 2s.2p5 3 P, 5.77 0.13 
Si VIII 276.838 2s22p3 3 D3 12  - 2s2p4 2 D3p 5.88 0.11 
No VIII 770.409 770.5 is2 2s 2 S 	- 1s2 2p 2F3 12  76.0 2.61 0.27 C 4 5.88 5.79 
• VI 173.079 173.1 1s2 2p 2P3 12  - 1s2 3d 122.5 0.22 0.02 C 1 5.88 5.51 0,60 
• VI 172.935 1s2 2p 2 P,1 2  - 1s2 3d 2 D3 12  5.51 0.33 
Fe VIII 195.972 196.0 3p6.(ls).3d 2 D3 12  - 3p6.(ls).4p 2 P,,2  35.9 0.12 0.02 C 1 5.89 5.85 
Fe VIII 186.599 186.6 104.7 1.06 0.11 C 1 5.89 5.64 AC 
Mg VIII 436.735 436.9 2p 2 P3 12  - 2s.2p2 2 D5 12  93.1 0.69 0.07 C 3 5.89 5.91 0.89 
Mg VIII 436.672 2p 2 P3 13  - 2s.2p2 203 ,2  5.92 0.11 
Mg VIII 315.039 315.0 2p 2 P3 ,, 2  - 2s.2p2 2P3 12  129.7 0.78 0.13 N 1 5.90 5.91 
Mg VIII 315.039 315.2 2p 2 P3 12  - 2s.2p2 2P3 ,2  132.8 0.77 0.08 G 2 5.90 5.91 
Si VIII 319.826 319.9 2s22p3 	3/2 - 2s2p4 4 P5 12  115.6 0.79 0.08 C 2 5.90 5.91 
Mg VIII 339.006 339.0 2p 2P3 ,2  - 2s.2p2 25112 33.5 0.73 0.20 N 1 5.90 5.92 
Mg VIII 430.465 430.4 2p 2 P,12  - 2s.2p2 2 D3 13  62.2 0.67 0.07 G 3 5.90 5.92 
Si VIII 319.826 319.9 2s22p3 	3/2 - 2s2p4 4 P5 ,2  110.2 0.83 0.15 N 1 5.90 5.91 
Fe IX 171.073 171.1 3p6 'So - 3p5.3d 'P 1  1454.8 0.70 0.07 C 1 5.93 5.96 
Na IX 681.721 681.6 1s2.2s 2 S 12  - 1s2.2p 3P3 1 2  4.9 1.37 0.39 G 4 5.95 5.92 
Si IX 345.124 345.1 2s22p2 3 P, - 2s2p3 3 D2 26.5 0.84 0.27 N 1 5.96 6.03 0.69 
Si IX 344.951 2s22p2 3P 1  - 2s2p3 3 D1 6.04 0.24 
Mg IX 368.07 368.1 2s2 'So - 2s.2p 'P, 134.1 1.01 0.12 N 1 5.96 5.98 
Fe VIII 194.661 194.7 3p6.(ls).3d 2 D5 /2  - 3p6.(is).4p 2P3 12  48.4 0.05 0.01 C 1 5.98 5.86 0.67 
Fe XII 194.609 3s2.3p3 4 S3/2 - 3s2.3p2(3p).3d 2 P,1 2  6.17 0.32 
Si IX 349.873 349.8 2s22p2 3 P2 - 2s2p3 3 D3 15.5 1.03 0.41 N 1 5.98 6.02 0.81 
Si IX 349.794 2s22p2 3 P2 - 2s2p3 3 D2 6.03 0.19 
Fe X 345.723 345.7 3s2.3p5 2P3 12  - 3s.3p6 2 S112 18.2 1.07 0.41 N 1 5.99 6.04 
Fe X 184.543 184.5 3s2.3p5 2P3 12  - 3s2.3p4(1d).3d 2 5 1 ,2  99.5 0.76 0.08 C 1 5.99 6.05 
Fe X 177.243 177.3 3s2.3p5 2P3 12  - 3s2.3p4(3p).3d 2 Psp 420.9 0.48 0.06 C 1 5.99 6.05 
Fe X 174.534 174.7 3s2.3p5 2P3 12  - 3s2.3p4(3p).3d 205/2  479.4 0.73 0.07 G 1 5.99 6.05 
Fe X 190.043 190.0 3s2.3p5 2 P,1 2  - 3s2.3p4(ld).3d 2 5 1 12 38.7 0.66 0.08 G 1 6.00 6.05 
Fe XI 180.408 180.5 3s2.3p4 3 P2 - 3s2.3p3(4s).3d 3 D3 157.8 1.14 0.12 C 1 6.04 6.11 0.84 
Fe X 180.407 3s2.3p5 2P 1 12  - 3s2.3p4(3p).3d 2 P,12  6.04 0.12 
Fe XI 369.153 369.3 3s2.3p4 3 P, - 3s.3p5 3 P2 4.5 1.09 0.86 N 1 6.04 6.11 
Fe XI 352.662 352.7 3s2.3p4 3 P2 - 3s.3p5 3 P2 12.1 1.37 0.64 N 1 6.04 6.11 
Fe XI 188.232 188.4 3s2.3p4 3 P2 - 3s2.3p3(2d).3d 3 P2 113.4 0.88 0.09 C 1 6.05 6.11 0.71 
Fe XI 188.299 3s2.3p4 3 P2 - 3s2.3p3(2d).3d 'P 1  6.11 0.26 
Mg X 624.941 625.0 1s2.(ls).2s 2S,,2  - is2.(is).2p 2P,12  9.1 2.61 0.49 N 2 6.07 6.04 
Al VII 353.769 353.7 2s22p3 	3/2 - 2s2p4 4 P3 / 2  9.0 0.78 0.47 N 1 6.09 5.78 0.56 
Fe XIV 353.831 3s2 3p 3P3 12  - 35 3p2 2 D5p 6.24 0.44 
Fe XII 193.521 193.6 3s2.3p3 	3/2 - 3s2.3p2(3p).3d 4 P3 12  51.9 1.12 0.13 C 1 6.12 6.16 
Fe XII 364.467 364.5 323P3 

4 
 S3/2 - 3s.3p4 4 P5 / 2  7.8 1.37 0.97 N 1 6.12 6.16 

Fe XII 195.118 195.3 352.3P3 4 
53/2 - 3s2.3p2(3p).3d 4 P5 ,, 2  79.0 1,15 0.13 C 1 6.12 6.16 

Fe XIII 348.183 348.2 3s2 3p2 3 P0 - 3s 3p3 	o, 10.4 0.85 0.52 N 1 6.21 6.20 
Fe XIV 274.2 274.2 3s2 3p 2 P,12  - 3s 3p2 2 S,/2  31.0 0.73 0.08 C 2 6.21 6.25 0.76 
Si VII 274.174 2p4 3 P, - 2s.2p5 'Po 5.76 0.23 
Fe XIII 202.044 202.2 3s2 3p2 3 P0 - 3s2 3p 3d 3 P, 104.5 0.77 0.08 C 1 6.22 6.21 
Fe XIV 211.32 211.3 3s2 3p 2P 1 12  - 3s2 3d 2 D3  33.2 0.92 0.13 C 1 6.28 6.25 
Fe XV 284.16 284.5 3s2 'So - 3s3p 'P, 100.1 0.88 0.09 C 2 6.33 6.29 
Fe XV 417.258 417.2 3s2 'So - 3s3p 3 P, 4.7 0.56 0.07 G 3 6.34 6.29 
Si XII 520.665 520.8 1s2.2s 2 S 	- ls2.2p 2P 1 12  4.2 1.56 0.36 N 2 6.37 6.26 
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